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GAIT VELOCITY AND SWAY IN ATHLETES AND NON-ATHLETES
FOLLOWING CONCUSSION

TonyaM Parker, Louis R. Osternig and Li-Shan Chou

University of Oregon, Eugene, OR, USA
E-mail: chou@uoregon.edu Web: http://biomechanics.uoregon.edu/chou/

INTRODUCTION

Much of the current concussion literature
has focused on neuropsychological testing.
While the use of this type of evaluation has
recently been advocated as the
“cornerstone”’ of proper concussion
management (Guskiewicz et a., 2004) it
does not assess all domains that may be
impacted by brain injury. One such domain
that has not frequently been investigated is
post-concussion recovery of dynamic motor
function. Parker and colleagues (in press)
introduced a method of assessing concussion
and recovery that focused on gait as a
dynamic functional motor task during
conditions of divided and undivided
attention. It wasfound that gait stability,
marked by increased sway and sway
velocity of the whole body center of mass
(COM), decreased when concussed subjects
were asked to walk while simultaneously
performing a secondary cognitive task
compared to walking without mental
distraction. A recent study has further
suggested that participation in contact sports
may produce cognitive impai rments without
diagnosed corcussion (Killiam et al., 2005).
Therefore, the purpose of this study was to
investigate the extent to which athletes differ
from non-athletes in the maintenance of gait
stability following concussion.

METHODS

Fifty-six college-aged men and women
served as subjects for this study. The
subjects were categorized into four groups
according to athlete and concussion status.

The concussed groups consisted of NCAA
Division 1 or University Club Sports
athletes (CONC-A; n=14) and non-athletes
who engaged in no regular sports activities
(CONC-NA; n=14). The uninjured control
groups consisted of NCAA Division 1 or
University Club Sports athletes (NORM-A,;
n=14) and non-athletes who engaged in no
regular sportsactivities (NORM-NA; n=14).
The control subjects were metched to
concussed subjects by gender, age, height,
weight, and physical activity. All CONC
subjects were tested within 48 hours of
injury and again at 5, 14, and 28 days post-
injury. The NORM participants were tested
at the same time intervals.

The gait protocol was the same for each
testing day and consisted of level walking
with no obstructions and was performed
under two conditions: 1) with undivided
attention (single-task) and 2) while
simultaneously completing simple mental
tasks (dual-task). In order to assess gait
variables a set of 31 reflective markers were
placed on bony landmarks. An eight-camera
motion analysis system (Motion Analysis
Corporation, Santa Rosa, CA) was used to
capture and reconstruct the 3-dimensional
trajectory of the surface markers and
compute the COM.

Variables were examined in one gait cycle
including the medial-latera COM
displacement (MLdisp) and average gait
velocity (GV). Repeated measures (4 X 2 X
4) mixed design analyses of variance
(ANOVASs) were performed to determine
whether differences (p < 0.05) existed



between groups and within task and day.

An analysis of co-variance was used to
identify any effects of between group GV
differences on the COM displacement in the
frontal plane.

RESULTS AND DISCUSSION

The gait velocity of athlete groups was
significantly slower than nontathlete groups
in both task conditions for al testing days.
During the single-task, the concussed and
normal athletes walked significantly slower
than the concussed (p = 0.032; p = 0.002)
and normal non-athletes (p = 0.003; p =
0.000). With the addition of the dual-task,
the GV was dower for both athlete groups
when compared to the normal non-athletes
(p =0.002; p = 0.001).
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Figure 1. Group means and standard errors
for medial-lateral displacement in single-
and dual-task conditions averaged across
testing days. ** = Significantly lessthan
CONC-A and NORM-A; t = Significantly
less than CONC-A.

For MLdisp the dual-task produced
significantly greater sway than the single-
task for al groups (p = 0.002). Specificaly,
during the single-task the concussed and
non-concussed athletes had significantly
greater sway than the concussed (p = 0.000;
p = 0.000) and normal non-athletes (p =

0.004; p = 0.006). For the dual-task
condition, the CONC-A group demonstrated
significantly more sway than either non
athlete group (CONC-NA, p = 0.002;
NORM-NA, p = 0.001) while the NORM-A
subjects showed greater sway than those in
the CONC-NA group (p = 0.001; Figure 1).
Furthermore, the analysis of co-variance
showed no significant effect of gait velocity
on the medial-lateral COM displacement (p
=0.178).

The athletes whether concussed or not,
displayed greater sway excursion than the
non-athletes. In contrast, the athletes
walked slower than the non-athletes. These
differences were pronounced during the
dual-task compared to the single-task
condition and were evident from 2 to 28

days.
SUMMARY/CONCLUSIONS

The current results suggest that individuals
with concussion may maintain their balance
through reduced sagittal plane movement in
an effort to control for increased corond
plane sway.
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INTRODUCTION

Passive elastic joint moments arise from the
deformation of connective tissue
surrounding a joint. Furthermore, motion at
one joint may influence the passive elastic
moment at a neighboring joint due to the
stretch of bi-articular muscles (e.g. rectus
femoris). Methods of describing bi-articulate
coupling under active (Herzog, 1991) and
passive (Edrich, 2000; Hoang, 2005; Riener,
1999; Vrahas, 1990) conditions have been
investigated. However, prior approaches
only consider a limited number of joint
angle combinations, which limits the
robustness of the approach. Furthermore, bi-
articulate coupling facilitates the transfer of
energy across joints. This coupling requires
that passive joint moment-angle models be
formulated that properly conserve energy.
Finally, the identification of subject-specific
moment-angle relationships is often not
done, yet is relevant for understanding the
role of passive forces during functional
movement. The purpose of this study was to
develop a comprehensive subject-specific
method of describing the passive elastic
joint moment-angle relationships about the
hip, knee, and ankle while ensuring energy
conservation across joints.

METHODS

Experimental procedure: Nine healthy
young adults participated in the study.
Subjects were positioned side-lying with
their dominant limb supported on a table via
low friction carts placed under the medial
side of the thigh and leg. A padded brace
prevented movement of the pelvis during
testing. A physical therapist slowly
manipulated the limb in 16 unique motion

coupling trials of the hip, knee, and ankle
using hand-held 3D load cells. Three-
dimensional kinematics of the lower
extremity and of the load cells were
collected (100Hz) using a passive motion
capture system (Figure 1). Load cell forces
and moments were simultaneously recorded,
and EMG signals from seven lower
extremity muscles were monitored to ensure
that the muscles remained relaxed.

Figure 1: The kinematics of reflective markers were
monitored to characterize lower-extremity motion as well
as the location of two hand-held load cells.

To evaluate the experimental method, eight
additional validation trials were performed.
Additionally, one trial was repeated three
times within each test session (Figure 2).
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Figure 2: Three trials of hip extension followed by knee
flexion for the same subject. The graphs demonstrate the
repeatability of the collected joint moment-angle
measurements between trials.



Analyses: Three-dimensional joint moments
were computed at the hip, knee, and ankle
using the measured load cell forces, body
segment kinematics, and joint center
positions. A set of eight exponential
functions that accounted for the stretch of
uni-articular and bi-articular (rectus femoris,
hamstrings, gastrocnemius) muscles were
used to describe the relationship between the
passive hip, knee, and ankle moments, and
corresponding joint angles. Uni-articular
exponential functions were described by two
parameters (offset angle, stiffness). Bi-
articular functions included a third
parameter (the ratio of moment-arms
between neighboring joints), thereby
ensuring conservation of energy storage and
release. A least squares approach was used
to estimate the model parameters using
subject-specific measurements. Validity of
the parameters was evaluated by using the
estimated parameters to calculate joint
moments in the eight validation trials not
used in parameter estimation.

RESULTS AND DISCUSSION

Similar trends in model parameter estimates
were observed across subjects. Errors
between measured and model-predicted joint
moments were relatively small (Table 1).
Similar results were obtained when applying
the model to the unique data sets, thereby
increasing confidence in the model validity.
Inter-subject variability was apparent at all
three joints suggesting subject-specific
passive properties (Figure 3).

Table 1: Mean (s.d.) root-mean-squared errors (in N-m)
between model-predicted and measured joint moments.

RMS Errors Hip Knee Ankle
Identification trials | 3.1 (0.5) 1.4 (0.3) 0.7 (0.5)
Validation trials 3.9(2.5) 1.7 (0.7) 1.2 (0.5)
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Figure 3: Predicted hip joint moments of three subjects.
Variation was evident in the passive moment-angle
relationship between subjects

SUMMARY/CONCLUSIONS

It has been suggested that passive elastic
mechanisms may serve as efficient energy
storage and release mechanisms during
normal gait (Ishikawa, 2005; Muraoka,
2005), and furthermore, that neuromuscular
changes with age or injury may alter their
usage (McGibbon, 2003; Edrich, 2000). The
methods proposed here provide a consistent
methodology to be used for quantifying the
role of passive joint moments in abnormal
gait or in muscle remodeling following
surgery or athletic injury. Such analyses
may provide new insights into the causes
and compensatory mechanisms used to
accommodate impairments.
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INTRODUCTION

Previous studies have been performed to
determine the injury tolerance of the human
eye to globe rupture from blunt impact;
however, none have investigated the effect
that ocular muscles have on the response of
the eye. In order to fully understand the
biomechanical response of the eye to blunt
impact, the effect of these extraocular
muscles must be quantified. The purpose of
the current study is to investigate the effects
of the extraocular muscles to dynamic
impact. Specifically, the effects on force-
deflection response, and the effect that these
muscles may have on the injury response of
the eye will be determined.

METHODS

The effects of the extraocular muscles were
determined by matched pair testing on 5
human cadaver heads. The post-mortem
human head is mounted in a rigid plastic
container using expandable foam. For each
specimen, the muscles are transected from
one eye, leaving the eye held in place by
solely the optic nerve, while the muscles of
the other eye are left intact.

The impact tests are performed using a
spring-powered dynamic impactor (Figure
1). The impactor is accelerated to a velocity
of approximately 10 m/s before it impacts
the eye. Force and acceleration data are
continually collected at a sampling rate of
100 kHz for the duration of the test on each
eye. High speed color video is also taken at
a rate of 5,000 frames per second in order to
determine the exact time that the impactor

struck the eye. Force-deflection corridors
for both groups, with and without
extraocular muscles intact, were generated
by calculating the characteristic average
force-deflection response and standard
deviation of the force at each displacement
step (Lessley 2004).
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Figure 1: Test apparatus for dynamic eye
impact tests.

RESULTS AND DISCUSSION

The average response with the extraocular
muscles intact was a peak force of 217 N
and 9.9 mm of total displacement. With the
muscles transected, the average response
was a lower peak force of 161 N and
increased displacement of 10.6 mm.
Corridors were generated to show the typical
force-deflection response both with muscles
intact and with the muscles transected
(Figure 2).



Muscles Intact
B Muscles Transected

Force (N)

Displacement (mm)

Figure 2: Corridors for typical force-
deflection response both with muscles intact
and with the muscles transected.

Qualitatively, with the extraocular muscles
left intact, a slightly stiffer force-deflection
response and less translation occurs to the
point of the peak force. However, there is
much overlap between the two test
scenarios, suggesting a region where the
response is the same either with the muscles
intact or transected. So, while the
extraocular muscles increase the resistive
force of the eye and lower the posterior
translation during impact, it is not sufficient
to drastically alter the response of the eye
even if the extraocular muscle attachments
are not accounted for. This finding is
consistent with that of other researchers
(Cirovic 2005).

Of the ten dynamic impact tests conducted,
there were only three cases of globe rupture
observed. All three injuries were similar,
and consistent with typically reported cases
of globe rupture, spanning from the equator
of the eye up to the limbus, at the corneo-
scleral interface (Stitzel 2002). Of the three
ruptures, two occurred in eyes which the
muscles were transected, while one occurred
in the eye where the muscles were left
intact. Also, of the three injuries, two

occurred in the same test subject, potentially
suggesting a weaker overall tolerance to
injury in that particular subject. Overall, it
was concluded that no appreciable
differences were noted in injury outcome
(globe rupture) between the eyes with
muscles transected versus eyes with muscles
left intact. The results indicate that the
extraocular muscles do not create an
appreciable stress concentration at the
muscle insertions to the eye. Therefore, the
extraocular muscles do not lead to premature
failure of the eye at lower overall loading
than enucleated eyes tested in-vitro, for
example, in simulated orbits.

CONCLUSIONS

In summary, this study suggests that during
impact testing of human eyes, the
extraocular muscles do not have an
appreciable effect on eye injury outcome,
and that the overall force-deflection
corridors are similar with the extraocular
muscles left intact or transected. Because of
these findings, the results of this study
suggest that impact tests performed using a
simulated orbit, even without
accommodations for the extraocular
muscles, can accurately replicate the in-situ
response of the eye.
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INTRODUCTION

Saunders, et al. defined pelvic rotation,
pelvic obliquity, and single support knee
flexion as the three major determinants of
gait that serve to minimize and smooth the
vertical displacement of the center of mass
(CoM). Recent research has modified our
understanding of the relative contributions
of these determinants on CoM vertical
motion. Della Croce, et al. defined 5 new
determinants: ipsi-, contra-lateral knee
flexion, and heel rise at CoM minimum and
leg inclination, and heel rise at CoM
maximum, to more completely explain the
deviation (both increasing and decreasing)
of vertical excursion from compass gait
values.

In the present study we quantified the
isolated contributions of the above 8
determinants of gait
on the vertical CoM
displacement of both
normal and spastic
children. The role of
the above 8
determinants of
vertical excursion
have never been
examined for children
or children with
cerebral palsy (CP).
We hypothesized that
the relative
contributions of the
determinants to
vertical CoM
excursion of children

2 COM

pelvic ml:m'u%

Figure 1.Model 1(above)
Model 2(below)

with CP would be the same as the age-
matched controls because the children with
CP are employing the same movement
strategy as the controls, but are unable to
execute it with the same effectiveness.

METHODS

The kinematic data of 23 children was
collected and analyzed. This group
consisted of two populations; age-matched
controls without known musculoskeletal,
neurological, cardiac, or pulmonary
pathology. The second group consisted of
children diagnosed with spastic diplegic CP.
These subjects were community ambulators
that did not use walking aids. Subjects
walked at their self-selected comfortable
walking speed while 3-D kinematic data was
collected.

The effect of each determinant of gait was
computed using the method described by
Della Croce. This method employed two
models; 1) a modified compass gait model
(Model 1, Figure 1) applied at the instant of
time of minimum CoM height, and 2) a
simpler model (Model 2, Figure 1) was used
to evaluate the decrease of the maximum
CoM height. For each trial the model
geometry was defined using the 3-D position
of each joint center determined from a
subject’s kinematics at the instant of CoM
excursion extrema. The isolated
contributions of an individual determinant
were computed and normalized by the total
vertical excursion.



RESULTS AND DISCUSSION

Typical of previous research, when asked to
walk at their self selected comfortable
walking speed the control group had a
longer step length and greater speed. Despite
walking with longer step lengths the controls
also experienced less vertical excursion
when normalized by the predicted compass
gait excursion.

The average determinant positive
(beneficial) and negative (detrimental)
contributions in reducing the total vertical
CoM displacement computed using the two
models are recorded in Table 1. At CoM
minimum excursion ipsi- and contra-lateral
knee flexion both resulted in an exaggerated
increased in CoM excursion for the CP
group, both pelvic rotation and heel rise
resulted in similar (across groups) reduction
in total CoM excursion. The maximum CoM
height occurred during single support when
leg inclination reduced total CoM excursion
for the CP population than the control group.
Single support heel rise was also had a
different effect on the two groups increasing
the total CoM excursion more in the CP
subjects than for the controls.

SUMMARY/CONCLUSIONS

The similarities in the determinants effect on
gait between the Controls and adults reflect
that children of this age walk

main cause for increased vertical excursion
of the CoM in the children with CP was the
increased knee flexion of both legs during
double support. This excessive lowering of
the CoM means that extra work is done to
raise the CoM over the single support leg.
The situation is aggravated by the fact that
the CoM was lifted higher than typical
because of the heel lifting during single
support. The only determinant that had a
positive effect and was greater in the
children with CP was leg inclination. It is
unlikely that this results in a reduction in
metabolic cost because the delay in CoM
maximum height reduced the effectiveness
of energy transfer between kinetic and
potential forms, a major energy conserving
mechanism in walking (Bennett 2004).

Although these determinants provide some
useful information for gait they are limited
in their ability to quantify the dynamics and
kinetics of gait gait that are important for
individuals with walking disabilities.
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INTRODUCTION

Locomotor stability can be quantified in
terms of either “local stability,” how a sys-
tem responds to very small perturbations
continuously in real time, or “orbital stabil-
ity,” how periodic systems respond to small
perturbations discretely from one cycle to
the next. While some studies showed that
human walking is orbitally stable (Hurmuzlu
1996), others found significant local insta-
bility (Dingwell 2000). Some theoretical
limit cycle systems can exhibit locally un-
stable regions and still remain orbitally sta-
ble (Ali 1999). It is not known if this is true
for human walking. Thus, both orbital and
local dynamic stability need to be quantified
to fully understand walking stability.

To study walking stability properly, we need
to quantify the effects of perturbations over
multiple strides. Using treadmills simplifies
this task, but treadmill walking may not be
equivalent to overground walking. Walking
on a rigid treadmill at constant speed is theo-
retically the same as walking over ground
(van Ingen Schenau 1980). Yet, some
treadmills can artificially reduce the natural
variability and enhance the local stability of
walking kinematics (Dingwell 2001). This
study set out to determine if locally unstable
walking kinematics remain orbitally stable
and to determine how treadmills affect the
orbital stability of human walking.

METHODS

Ten healthy subjects (age 27.1 + 3.2) walked
for 10 minutes on an indoor track at his or
her freely chosen pace, and then for 10 min-

Web: http://www.edb.utexas.edu/faculty/dingwell/

utes on a motorized treadmill at the same
speed. Anterior-posterior, mediolateral, and
vertical trunk accelerations (Aap, Amr, Ayr)
and hip, knee and ankle joint angles of the
right leg were sampled at 66.67 Hz using a
custom data logger (Dingwell 2001).

For each of the six time series, an appropri-
ate state-space was generated using delay-
embedding (Dingwell 2000). To quantify
orbital stability, maximum Floquet multipli-
ers (FM) were computed for each time series
using standard techniques (Hurmuzlu 1994).
Because Floquet theory presumes the mo-
tion is purely periodic, the data for each
stride were first time-normalized to 101
samples (0%-100% gait cycle). This let us
define a Poincaré section and a Jacobian ma-
trix, J*, at each % of the gait cycle. The
maximum FM were calculated as the magni-
tudes of the maximum eigenvalues of J*.
This maximum FM defined the amount by
which a perturbation away from the mean
reference trajectory would grow or decay by
the next cycle. If the maximum FM has
magnitude < 1, perturbations decay after one
stride and the system is orbitally stable.

The largest of all the maximum FM com-
puted across all % of the gait cycle was
taken to define “Max FM”. Repeated-
measures ANOVA were used to compare
Max FM values between treadmill (TM) and
overground (OG) walking.

RESULTSAND DISCUSSION

All subjects exhibited orbitally stable walk-
ing kinematics (Fig. 1A), even though these
same kinematics were previously shown to



be locally unstable (Dingwell et al. 2001).
Max FM values were not significantly corre-
lated with previously published local stabil-
ity measures (r* < 20%; p > 0.05).
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Figure1: A: Variations in maximum FM
across the gait cycle for Ankle movements.
These movements were orbitally stable (FM
<1). B: Max FM values for OG and TM
walking (* indicates statistically significant,
p <0.05). C: Subject x Condition interac-
tion plots for Amr, Ayr, and Ankle. Each
line/marker represents one subject.

TM walking tended to exhibit slightly better
orbital stability than OG walking at the same

speed (Fig 1B). However, for all 3 variables
where these differences were statistically
significant, significant Subject x Condition
interactions were also found (p < 0.012; Fig
1C). The decreases in Max FM values were
not consistent across subjects. TM walking
led to small, but inconsistent improvements
in orbital stability compared to OG walking.
Thus, using a treadmill is not expected to
confound orbital stability results.

SUMMARY / CONCLUSIONS

Humans concurrently exhibited orbital sta-
bility and local instability in both OG and
TM walking. The neuromuscular system
corrects any deviations away from the mean
reference trajectory, but allows individual
strides to diverge away from the path of
other strides without compromising overall
stability. More work is need to determine
exactly how much local instability the loco-
motor system can tolerate and still remain
orbitally stable, and what mechanical and
biological mechanisms are used to regulate
these processes. Sensory, cognitive, or mo-
tor deficits may reduce the amount of local
instability that can be tolerated.
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INTRODUCTION

Delta-V, defined as the total change in
vehicle velocity, has traditionally been used
as a measure of crash severity and predictor
for occupant injury for vehicular crashes.
Typically, delta-V is estimated using
measured vehicle post-crash damage in
tandem with computer codes such as
WinSmash or Crash3.

Several researchers have previously
correlated this delta-V estimate with risk of
occupant injury using logistic regression.
Winnicki and Eppinger (1998) developed
chest injury risk curves for varying injury
and delta-V levels in conjunction with a
methodology to evaluate benefits associated
with depowering airbags. Similarly,
Bahouth et al. (2004) generated a statistical
predictive model based on delta-V for all
occupant restraint types and crash
modalities.

Event Data Recorders (EDRS), installed in
many late model vehicles, are an alternate
means of obtaining delta-V for a real-world
collision. EDRs are similar to “black boxes
in airplanes as they record information in the
event of a highway collision, including
vehicle change in velocity as a function of
time. Current research suggests excellent
agreement (within 6 percent) between EDR-
recorded delta-V and actual delta-V in
frontal collisions (Niehoff et al., 2005).

The objective of this research is to correlate
EDR delta-V to occupant injury in real-

world collisions and compare to the results
using other methods of estimating delta-V.

METHODS

Suitable cases were selected from the
National Highway Traffic Safety
Administration (NHTSA) EDR database.
Currently, the database consists of EDR data
for over 1700 cases, all of which are GM
vehicles. As these cases were collected in
conjunction with NASS/CDS, the
corresponding occupant injury information
is matched to corresponding EDR data.
Suitable cases were limited to frontal
collisions with airbag deployment, a single
crash event, available EDR data, and known
occupant injury. Based on these criteria,
there were 191 suitable cases available for
analysis; 152 belted and 27 unbelted front
seat occupants.

Binary logistic regression models were fit to
the entire dataset as well as belted and
unbelted data subsets using delta-V as a
predictor of serious occupant injury. For
this study, serious injury is defined based on
the Abbreviated Injury Severity scale
(AAAM, 2001).

RESULTS AND DISCUSSION

Figure 1 and Figure 2 show the injury risk
curves for overall occupant injury and chest
injury, respectively, based on the available
data. Note that the chest injury curves only
include 179 cases, as injury by body region
was not known in 12 instances. For all
models, tests of the global null hypothesis



were significant to the 0.0001 level or better.
Pearson goodness-of-fit statistics were 0.097
and 0.904 for the belted and unbelted subset
data models indicating reasonable fits.
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As expected, for the same delta-V, Figure 1
shows lower injury risk for occupants
restrained by both a belt and airbag than for
an occupant restrained by an airbag only.
For comparison purposes, the Bahouth risk
curve is also plotted in Figure 1. There is
reasonable agreement for the developed
model including all occupants with larger
differences evident in the lower delta-V
region. This discrepancy is most likely a
result of the Bahouth model including all
crash modes while the model developed
herein is limited to frontal collisions.

For occupant chest injury, Figure 2 shows
the developed model with 95% confidence
bounds. Since the data set was smaller, no
effort was made to split the data by belted
and unbelted occupants. Also, the Winnicki
and Eppinger risk curve is plotted for
comparison purposes. Although there is not
exceptional agreement, the risk curve does
fall within the confidence bounds of the risk
curve developed in this study. Note that the
Winnicki and Eppinger risk curve has been
based on data collected between 1991 and
1996 while the current study incorporates
data from 2000 to 2004.

SUMMARY/CONCLUSIONS

EDRs offer an alternate means of
developing occupant injury risk curves
based on injury in real-world collisions.
Injury risk curves are generated for overall
occupant injury and chest injury using EDR
delta-V as the predictor. Reasonable
agreement was found with previous work
that used vehicle-damage methods to
estimate delta-V.
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INTRODUCTION

Various mathematical models created and
refined over the past 80 years have added to
understanding of various capacities of the
body, how performances are affected by
environmental conditions, and how future
performances may be predicted. One of the
most accurate models through a wide range
of distances was created by Peronnet and
Thibault (1989). Their model not only
matched world record times very well, but
was also tested on a variety of elite athletes
with very good accuracy.

With the accuracy of Peronnet’s model,
further applications may add to current
understanding of how the human body
functions under various situations. The
current study used Peronnet’s model to
provide the following additional applications
not previously reported: 1) How maximal
aerobic power, maximal anaerobic power,
and the rate of decline of aerobic power
change throughout life. 2) How maximal
aerobic power, maximal anaerobic power,
and the rate of decline of aerobic power
change throughout the past since 1920 and
how they may change in the future. 3) How
maximal aerobic power, maximal anaerobic
power, and the rate of decline of aerobic
power change with different body masses
and heights.

METHODS

Aerobic and anaerobic capacities and the
rate of decline of aerobic capacity were

determined utilizing Peronnet’s model
through a range of race distances from 60m
to the marathon using world record and
American age group records. We also
modeled how the same capacities have
changed over the past 85 years. Finally, the
required capacities for people of different
heights and weights were estimated.

Peronnet’s model estimates the average
power required to run maximally for a given
amount of time (P, see equation 1). With
equation 2, which estimates the power
requirement to maintain a given velocity, the
model determines the required values for A
(maximum anaerobic power), MAP
(maximum aerobic power), and E (rate of
decline of aerobic power) for any given set
of input times, body masses, and body
surface areas using an iterative process.

_{[s@ew)]}ﬁ (W}
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Equation 1: S is the anaerobic energy store
(A, in J/kg), when T<420s, or S= A - 0.233A
In(T/420), when T>420. B is the maximum
aerobic power (MAP, in W/kg) minus basal
metabolic rate (BMR, in W/kg), when
T<420s; or B = MAP — BMR + E In(T/420),
when T>420.

P, = BMR +3.86v+0.4BSA(v*)/ BM +2v*/ D

Equation 2: The required power to maintain
a given velocity, where: BMR = basal



metabolic rate, BSA = body surface area, BM
= body mass, and D = race distance.

RESULTS AND DISCUSSION

Aerobic and anaerobic capacities gradually
decreased over the lifespan with aerobic
capacity showing an increased drop after 80
years old and anaerobic capacity leveling off
at the same age (Figure 1).

The rapid decline in maximal aerobic power
may be due to the uncoupling of
mitochondria sometimes found among those
over about age 65. However, the leveling
off of maximal anaerobic power may need
to be explained by biomechanical or
orthopaedic issues which may lead to a need
for a change in the mathematical model.

model were expected since performance
times have been gradually increasing over
the past century. However, over the last ten
years, world record times appear to be
improving at a lower rate (Nevill, 2005).
This may be explained by the rate of decline
of aerobic power leveling off.
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Figure 1: Changes in aerobic and anaerobic
capacities from 35 to 100 years old.

When considering world record times since
1920, aerobic and anaerobic capacities have
increased nearly linearly (Anaerobic
capacity = 2.108*year — 2521.6 (R? =
0.987), Aerobic capacity = 0.0456*year —
61.4 (R* = 0.996). However, the rate of
decline of aerobic capacity was much more
variable and difficult to predict its future
direction, although it seems to be leveling
off during the past 20 years (Figure 2).
Improvements in all three factors in the

Figure 1: The rate of decline of aerobic
capacity since 1920 based upon world
record performances.

While lighter runners require less power to
run any given velocity, the model showed a
larger power requirement per kilogram of
body mass. Increases in height also
increased power requirements. The power
requirement per kilogram for lighter runners
increased at a greater rate as height was
increased. This makes it unlikely to see a
very tall slender runner being successful
across a large range of races.
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INTRODUCTION

Throughout the history of track and field, a
great deal of study has gone into those field
events which require a combination of both
running and jumping. The triple jump is one
such event where excellence in both running
and jumping is crucial to success. In
performing the triple jump, an athlete must
incorporate several specific movements,
which, when done correctly will result in
greater jumping distances.

It is believed that the most important aspect
of the triple jump is the maintenance of
horizontal velocity during each jump. The
approach plays a major role in the
acquisition of horizontal velocity. One study
has shown approach running speed to be a
determining factor of triple jump results
among top European athletes (Viitasalo et
al, 1995). However, horizontal velocity
acquired during a running approach is not so
easily maintained while jumping. It has been
previously determined that there is a direct
relationship between the gain in vertical
velocity acquired during jumping and the
subsequent loss in horizontal velocity (Yu,
1999). The challenge lies in creating a high
vertical velocity necessary for a greater
flight time, while limiting the loss of
horizontal velocity.

A few body positions that are believed to
play a role in this area are the angle of the
leg at landing as well as the angle of the leg
at take-off for each of the three jumps. The
purpose of this study is, therefore, two-fold.
First is to determine if, in fact, horizontal

velocity during the men’s triple jump does
affect performance. Second is to determine
what effect leg angles at landing and take-
off have on loss of horizontal velocity in the
same event.

METHODS

Data were collected at the 2006 Mountain
West Conference NCAA Indoor Track and
Field Championships. Eleven contestants
completed a total of 35 successful jumps
with an average jump distance of 14.2 (0.40)
m.

Horizontal velocity was measured with a
laser that measures distance at 100 Hz
(LDM 300-C, Jenoptik, Jena, Germany).
The laser was placed at the beginning of the
approach runway and aimed down the length
of the runway. Horizontal velocity was then
acquired for all three flights of the triple
jump. Loss of velocity was calculated as the
difference between each flight.

A 60 Hz digital camcorder (Elura 60,
Canon, USA) was placed 45 m away from
and perpendicular to the runway.

Leg angles at landing and take-off were
determined using Dartfish video analysis.
Video captured from a camera located to the
side of the runway was used to assess leg
angles at the landing of jump 1, the take-off
of jump 2, the landing of jump 2, and the
take-off of jump 3. These three jumps are
commonly referred to as the hop, step and
jump. Leg angle at take-off and landing was
defined as the angle generated with a line



through the hip, relative to vertical with the
ankle as the vertex (Figure 1)..

Two linear regressions were completed. One
analysis was done on predicting the distance
of the jump using horizontal velocity, with
the other being done on predicting the loss
of horizontal velocity using landing and
take-off angles. Significance was set at p <
0.05.

take-off angles.

RESULTS AND DISCUSSION

Table 1 shows the results of the four angles
measured and the two loss of horizontal
velocity measured. Linear regression
analysis resulted in two models being
produced. The first model is for predicting
the distance of the triple jump, and the
second is for predicting loss of horizontal
velocity. They are as follows:

Equation 1:

Jump distance = 0.75(Vy) + 7.35

F-value =7.15

p-value = 0.018

R*=0.338

Where Vy; is horizontal velocity of flight 1.

Equation 2:
Loss of velocity = 0.06 (Hop Landing
Angle) + 0.45

F-value = 12.34
p-value = 0.002
R%=0.349

Equation 1 shows that the horizontal
velocity of the first flight of the triple jump
is a good predictor of jump distance.
Equation 2 shows that leg angle at the
landing of the hop is a good predictor of
how much horizontal velocity is lost.
Greater leg angles at landing result in
greater loss of horizontal velocity. This
indicates that horizontal velocity may be
more easily maintained by reducing the leg
angle at landing. This can be done by
bringing the leg into more of a vertical
position upon touchdown.

SUMMARY/CONCLUSIONS

This data agrees with the current triple jump
coaching philosophies. These are that
maintenance of horizontal velocity results in
greater jumping distances and that landing
with the leg near vertical helps to maintain
horizontal velocity.
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Table 1: Results of the four angles measured as well as loss of horizontal velocity between

jumps 1 and 2 and between jumps 2 and 3.

Hop Landing | Step Take-off | Step Landing | Jump Take-off | Loss 1-2 | Loss 2-3
(deg) (deg) (deg) (deg) (m/s) (m/s)
Mean -23.20 35.64 -27.35 28.45 -1.03 -0.93
SD 3.54 3.17 2.89 4.15 0.39 0.47
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INTRODUCTION

Stress measurements in the intervertebral
disc have been limited primarily to
measuring hydrostatic nuclear pressure with
strain gauge techniques and catheter
systems. McNally and colleagues developed
a technique to measure the distribution of
stress in both the nuclear and annular
regions. The transducer (OrthoAR Series,
Medical Measurements Incorporated,
Hackensack, New Jersey) was embedded
into the side of a 1.3 mm diameter steel
needle which was pulled through the disc at
a constant rate producing a “stress profile”.
Nuclear pressure measurements were found
to be repeatable to +/- 1% in all directions
(no anisotropy).(McNally 1992) A
subsequent study examined the validity of
the measures in the anisotropic annulus and
concluded that the compressive force acting
on the disc was proportional to the
compressive stress perpendicular to the
transducer membrane.(McMillan 1996) That
study also reported that stress profiles
(distance vs. stress curves) varied by less
than 20% when large numbers of profiles
were recorded on the same disc. Several
investigators have now used intradiscal
stress profilometry under differing load
conditions, but no additional reports of the
reliability of this technique have been
published. The objective of this study was to
determine the reliability of stress
measurements obtained with the stress
profilometry technique in cadaveric lumbar
nucleus pulposus and annulus fibrosis
during 5 loading conditions (simulating 2

postural loads and 3 distraction therapies).
Because negative nuclear pressures could be
expected during distracted conditions we
also sought to determine the accuracy of the
transducer in the potential negative range.

METHODS

Four fresh frozen human lumbar motion
segments of varied degenerative grade were
potted in PMMA using a standard technique.
A custom testing apparatus was used that
allowed application of simultaneous pure
moments and axial compression or
distraction. Forces and moments were
measured with a 6 DOF load cell (JR3,
Woodland, CA, USA). The transducer was
calibrated and tested for negative pressure in
a custom pressure chamber. After a preload
of 300 N for 30 minutes, a 1.3-mm spinal
needle was introduced into the anterior
annulus at the mid-sagittal line, midway
between the vertebral endplates and
advanced through the posterior outer
annulus under fluoroscopic guidance. The
needle was removed and the pressure
transducer, mounted on a 1.27mm diameter
blunt needle, was introduced into the needle
track. The transducer, oriented in the
horizontal plane to measure vertical stress,
was withdrawn at a constant rate of 2
mm/second using a cable and pulley driven
by a stepper motor. After 5 repetitions, the
transducer was oriented vertically to
measure horizontal stresses and 5 more
repetitions performed. This process was
repeated on each motion segment during 5
conditions in the following order: 1) non-



weight bearing or lying (300 N
compression), 2) weight bearing or standing
(500 N compression), 3) distraction alone
(90 N), 4) distraction combined with flexion
(5 Nm) and 5) distraction combined with
extension (5 Nm). Discs were then
sectioned and graded for degeneration with
the scale of Adams (1=normal,
4=severe).(Adams 1996) Profiles were
partitioned into nucleus, posterior and
anterior annulus regions. Variability
(reliability) of the measures was determined
using within-specimen coefficients of
variation (CV) as a percent.

RESULTS

Vertical profiles were more variable than
horizontal profiles and contained more stress
peaks. To obtain a conservative estimate of
reliability, only CVs of vertical profiles
were analyzed. Representative mean vertical
stress profiles with 95% confidence intervals
for a grade 1 and a grade 3 disc under 500 N
compression are shown in figures 1 and 2.
CVs were generally smaller for compression
conditions than for distraction conditions.
Within-specimen CV of nuclear stress
during compression ranged from 1.6 to
37.2%. The range for the anterior annulus
was 3.9 to 67.4% and for posterior annulus
2.3 10 25.5%. CVs for distraction conditions
were often > 100% (standard deviation >
mean of measurements) because stress was
often near 0. The single motion segment
with no degenerative change on visual
inspection had the most reliable measures.

SUMMARY/CONCLUSIONS

The reliability of intradiscal stress
profilometry measures is dependent upon
test condition and, to some extent, the
amount of disc degeneration. Reliability is
acceptable for use in studies evaluating
within-specimen changes when sample size

and test conditions are appropriately
considered.
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Figures 1 and 2. Representative mean
vertical stress profiles (mean of 5 sequential
profiles) and 95% confidence intervals for
grade 1 (fig 1, top) and grade 3 (fig 2,
bottom) discs under 500 N compression.
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INTRODUCTION

Acute hamstring strains are commonly
associated with maximal speed sprinting
activities (Seward, et.al 1993; Hagel 2005).
The prevention and rehabilitation of such
injuries remains challenging (Orchard, et.al
2002). Therefore, an improved
understanding of hamstring musculotendon
(MT) dynamics during sprinting may be
beneficial to programs aimed at reducing
injury rates.

The hamstrings are active and lengthening
during the latter half of the swing phase of
sprinting (Jonhagen, et.al 1996). Thus, it
has been speculated that the hamstrings are
at risk for a lengthening contraction injury
during swing (Whiting, et.al 1998). We
previously found that peak hamstring MT
stretch, which occurred just prior to foot
contact, is invariant with sprinting speed.
However, the dynamic interaction of the
muscle and tendon components needs to be
considered to determine how this relates to
stretch at the fiber level. Furthermore, other
factors commonly associated with muscle
injury, such as loading and mechanical work
(Brooks, et.al 2001) may exhibit substantial
dependence on sprinting speed and
contribute to injury risk.

The objective of this study was to
characterize hamstring MT kinetics during
swing phase across sprinting speeds. We
hypothesized that 1) peak fiber stretch
would be invariant with speed, 2) that both
peak hamstring force and negative work
would increase with speed.

METHODS
Nineteen athletes (6 female, 13 male, 16-31
yr old) participated in this study. Whole

body kinematics were recorded at 200 Hz
while each subject sprinted on a high-speed
treadmill at 80, 85, 90, 95, and 100% of
his/her maximum sprinting speed. A subset
of 5 athletes had electromyography (EMG)
electrodes placed over 5 muscles on their
right limb (lateral hamstrings, medial
hamstrings, rectus femoris, vastus lateralis,
and medial gastrocnemius).

The body was modeled as a linked-segment
articulated linkage (Fig 1a). The motion of
the pelvis and upper body was prescribed
based on experimental data. Twenty-six MT
actuators crossing the hip, knee, and ankle
were used to drive the lower extremity
motion. Each MT unit was represented by
line segments connecting the origin to the
insertion with wrapping about structures
accounted for (Arnold et.al, 2000). MT
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Figure 1: (a) Musculoskeletal model shown in the
posture of peak hamstring MT stretch. (b) Hill type
muscle model used in the forward dynamic
simulations

contraction dynamics were represented by a
Hill-type model (Fig. 1b, Zajac, 1989). A
computed muscle control algorithm (Thelen
et al., 2006) was used to determine muscle
excitations that drove the limb to track
measured kinematics during swing phase.
The stretch and power development in the
muscle and tendon components were
estimated from the simulations. Muscle and
tendon stretch were defined as the change in



length relative to the respective relaxed
lengths in an upright posture. A repeated
measures ANOVA was used to test for
significant (p < 0.05) effects.
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Figure 2. Predicted muscle excitations (black line)
were consistent with experimental EMG recordings
(shaded).

RESULTS AND DISCUSSION

The computed muscle control algorithm
generated simulations that closely tracked
the experimental kinematics (<2.5° average
difference). Timing of model-predicted
muscle were consistent with the
experimentally recorded EMG (Fig. 2).
Peak fiber peak stretch was observed to
decrease slightly with speed (p<0.05), while
peak tendon stretch increased (p<0.05) (Fig
3a). The increased tendon stretch
corresponded to an increase in peak MT
force (p<0.05). Negative MT and negative
muscle work both increased substantially
with speed (p<0.05). While peak MT force
tended to increase linearly with speed,
negative work done by the MT increased
~40% from 80% to maximal sprinting speed
(Fig 3b).

Animal models of muscle injuries have
shown that peak fiber strain (Lieber, et.al
1993) and negative work (integral of force
times lengthening velocity, Brooks, et.al
2001) are strong indicators of injury
potential. Our data support the idea that the

% of Value at Max Speed

potential for a lengthening strain injury to
the hamstrings is substantial during the late
swing phase of maximal sprinting. The
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Figure 3. (a). Peak stretch for the MT unit is
invariant with speed, while muscle stretch decreases
and tendon stretch increases with speed. (b)
Negative work done by the MT unit, muscle, and
tendon increase substantially from submaximal to
maximal sprinting speed

hamstrings are active, maximally stretched,
and performing a substantial amount of
negative work during late swing,
presumably to decelerate the limb prior to
foot contact. The substantial dependence of
negative work on sprinting speed indicates
that the work requirements of the
lengthening hamstrings may be a factor
contributing to injury risk at high speeds.
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INTRODUCTION

Arthroscopic surgery is considered the gold
standard for diagnosis of lesions of the
superior glenoid labrum (Parentis, 2005).
However, arthroscopy is an expensive and
invasive diagnostic tool. Consequently, at
least 17 different provocative tests have
been developed to try to detect superior
labral pathology during routine physical
examination. Most of the tests aim to elicit
labral symptoms by producing tension in the
long head of the biceps brachii (LHBB)
muscle, which pulls on its proximal labral
attachment during contraction, reproducing
pain or discomfort (Morgan, 1998).

Clinical evaluations of provocative tests
have varied widely, with many showing
poor specificity and sensitivity at detecting
labral lesions (McFarland, 2002). However,
the ability of each of the provocative tests to
specifically and effectively activate the
LHBB has not been determined. The
purpose of this study is to quantify the
amount of LHBB muscle activation and the
selectivity of muscle recruitment in five

-t N P
Figure 1: Provocative tests for superior glenoid lesions: 1. Active Compression Test
2. Speed’s Test 3. Pronated Load Test 4. Biceps Load Test II 5. RSER Test.

that were designed to activate the LHBB.

METHODS

Performance of each provocative test was
evaluated using electromyography (EMQG).
Ten male subjects without history of
shoulder pathology were recruited to
participate. Six Ag-AgCl surface electrodes
were placed over the muscle belly of the
LHBB, short head of biceps brachii, anterior
deltoid, pectoralis major, latissimus dorsi,
and infraspinatus muscles. An
intramuscular fine-wire electrode was placed
in the supraspinatus due to its deep location.

Subjects performed three repetitions of a
maximum voluntary isometric contraction
(MVIC) for each muscle. The peak
activation level in any of the processed
MVIC trials was considered 100% effort and
used to normalize the provocative test data

A physician performed three repetitions
each of the following five provocative tests
on one arm of each subject in random order
(Figure 1): Active Compression Test (2

positions) (O’Brien, 1998), Biceps Load



Test II (Kim, 2001), Pronated Load Test
(Wilk, 2005), Resisted Supination External
Rotation (RSER) Test (Myers, 2005), and
Speed’s Test (Bennett, 1995).

One way repeated measures ANOVA and
Tukey HSD post-hoc tests (a=0.05) were
used to compare peak muscle activation
across the five tests. Selectivity, defined as
the proportion of EMG signal received from
all muscles monitored that is attributable to
the LHBB, was compared using the same
statistical methods.

RESULTS

Maximal activation of the LHBB was
significantly different between the five tests
(p=0.004). Post-hoc analysis revealed that
the Biceps Load Test II produced a
significantly greater activation of the LHBB
than the Active Compression Test (palm
down) and the Pronated Load Test.
Activation in the Biceps Load Test II was
not significantly greater than in Speed’s
Test, RSER Test, or the Active Compression
Test (palm up). LHBB activation in the two
positions of the Active Compression Test
was different. With the palm up, activation
was only 48.5+17.4%; while in the palm
down position it was significantly greater
(80.0+12.4%, p<0.05, Table 1).

Selectivity was also significantly different
between the five tests (p=0.000). Post-hoc
analysis revealed that the RSER Test,
Pronated Load Test, and Biceps Load Test II
elicited the highest selectivity with no
statistical difference between them.

Table 1: LHBB activation (%MVIC) and
selectivity ratio for each provocative test.

LHBB Muscle | Selectivity
Tests] Activation+SD| _+ SD

Active Compression Test (palm down)] 48.51+17.44 .19+.02
Active Compression Test (palmup)] 80.0+12.42 .13+.01
Biceps Load Test II}  93.0+11.51 17+.07

Pronated Load Test] 65.7+23.42 .26+.06

RSER Test| 74.7+21.34 22+.07

Speed's Test] 85.9+8.21 22+.01

DISCUSSION

The primary objective of the provocative
tests is to elicit symptoms by either
passively or actively tensioning the tendon
of the LHBB, which, in turn, pulls at its
proximal attachment to the superior glenoid
labrum. To avoid confounding the test
results due to pathologies of the surrounding
shoulder muscles, the tests should ideally
minimize activity of other muscles.

Analysis revealed that, of the six test
positions studied, the Biceps Load Test II,
Speed’s Test, RSER Test, and Active
Compression Test (palm up) maximally
activated the LHBB. The RSER Test,
Biceps Load Test II and Pronated Load Test
displayed the highest selectivity. With their
high LHBB activation and selectivity, the
Biceps Load Test IT and RSER Test should
be the most suitable for diagnosing superior
labrum lesions. However, a kinematic
analysis to study the passive stretching of
the LHBB tendon should be conducted to
determine whether the tests effectively strain
the superior labrum through other means.
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INTRODUCTION

The Maximum Step Length (MSL) test is a
clinical measure of the maximal distance
that can be reached using a single ‘out-and-
back’ step with the arms folded across the
chest. The MSL test can be used to
determine whether the elderly are at an
increased risk for falls (Medell and
Alexander 2000; Cho et al. 2004), but little
is known about the kinematic and kinetic
determinants of the known age-related
decrease in MSL performance.

METHODS

Eleven unimpaired young (mean age=24
years) and 10 older (mean age=73 years)
women performed the MSL test. Body
segment motions were recorded during the
MSL at 100 Hz using an Optotrak 3020
system and ground reaction forces were
recorded at 1000 Hz using four AMT] force
plates. Joint kinematics and kinetics were
calculated using an inverse dynamics model
(Thelen et al., 1997) in order to determine
the effects of age and step length of the
biomechanics of maximal length stepping.

RESULTS AND DISCUSSION

Young subjects stepped 38% farther than the
old subjects (p<0.0001) with only one old
subject stepping within the range of the
young (Table 1). The young used twice the
ankle plantarflexion torque and power
(p<0.04) to perform the MSL and the ankle
rotated faster (PF=13% & DF=24%, p<0.02)

Table 1: Mean (SD) subject characteristics
and maximum step length (MSL)
Young Women Older Women

N 11 10

Age (years) * 24 (3) 73 (5)
Height (m) 1.63 (0.07)  1.60 (0.05)
Weight (kg) " 55 (5) 68 (14)
BMI (kg/m*)° 21 (2) 27 (6)
MSL (m) ? 1.28 (0.09)  0.93 (0.15)

MSL range (m) 1.13-1.43 0.66-1.20
% indicates p < 0.0001 and b indicates p<0.01

for longer steps. The young women attained
31% greater knee extension velocities
during the double support phase between
landing the “step out” and lifting off for the
“step in”. Also during this “pushback”
phase the young reached their peak knee
extension torques during knee flexion, while
the old reached their peak knee extension
torque during the later knee extension just
before step-in foot lift off (Figure 1). Hip
joint kinematics and kinetics increased with
step length (p<0.0005) regardless of age.

SUMMARY/CONCLUSIONS

MSL test performance is most strongly
related to peak hip kinematics and Kinetics.
Age, but not step length, was responsible for
the delay in peak knee extension torque and
reduced peak plantarflexion torque and
power used during the double support phase
of the MSL test. The correlation between
these age-related changes and an inability to
prevent a fall using a step should be
examined in future research.
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INTRODUCTION

The primary goal of ACL reconstruction is
to limit post-operative anterior knee laxity
without over-constraining the knee.
Hamstring tendon and patella tendon
autografts used for ACL reconstruction are
typically harvested early in the procedure
and cool to the temperature of the operating
room. During reconstruction, initial tension
is applied to the grafts to limit knee laxity.
Following reconstruction, the grafts stress
relax and warm to body temperature at the
knee. Post-operative stress relaxation and a
temperature increase can decrease the
tension and stiffness of the grafts (Ciccone
et al., 2006; Johnson et al., 1994). The
current hypothesis isthat the tension and
stiffness decrease is greater for hamstring
tendon grafts than patella tendon grafts.

METHODS

Six semitendinosus tendons, six gracilis
tendons, and six 10 mm wide patella tendon
grafts were harvested from cadaver
specimens (mean donor age: 79 years) and
stored at -20°C prior to testing. The
hamstring tendon grafts were tested in a
guadruple strand construct. The free ends of
the grafts were sutured together while under
tension to minimize the force imbalance
between the strands during testing. The free
ends of each quadruple strand graft were
secured to a polyurethane foam block, which
was secured to the base of a material testing
machine, with tandem screws and spiked
washers. A cross pin secured to the actuator
of the testing machine was placed through

the looped end of each graft. The patella
tendon grafts were tested with the patella
and the tibial bone block secured to the base
and actuator, respectively, of the tegting
machine. Tanks were constructed to
submerge the hamstring tendon and patella
tendon grafts in saline solution, without
submerging the testing fixtures.

Each graft wasinitially tested with the saline
bath at the temperature of an operating room
(20 °C). The grafts were preconditioned by
applying aload of 105 N, followed by 30
minutes of stress relaxation. Each graft was
loaded to 105 N a second time to represent
the tension applied during ACL
reconstruction. Following 15 minutes of
stress relaxation, the actuator force was
recorded to represent the graft tension
immediately following ACL reconstruction.
The graft giffness was also measured by
rising, and subsequently lowering, the
actuator by 0.1 mm. Graft tension and
stiffness were measured a second time
following 4 additional hours of stress
relaxation. The saline bath was then heated
to 34 °C to represent body temperature at
the knee, and the graft tension and stiffness
were measured again. Graft tension and
stiffness were measured a fourth time after
decreasing the temperature back to 20 °C.
The four tension and stiffness measurements
were compared between the hamstring
tendon and patella tendon grafts with a two-
way repeated measures ANOVA. The post-
hoc comparisons between the four stiffness
and tension measurements for each type of
graft were performed with a repeated
measures Student-Newman-Keuls test.
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Figure 1: Average graft tension (+ standard
deviation) at 4 time points.

RESULTSAND DISCUSSION

Over all the time points, the tension in the
patella tendon grafts was significantly (p <
0.01) larger than the tension in the hamstring
tendon grafts (Fig. 1). In addition, for both
types of graft, the decreases in graft tension
due to stress relaxation (from post-
reconstruction to stress relaxed) and due to
the temperature increase (from stress relaxed
to increased temperature) were gatistically
significant (p <0.01). For both types of
graft, the graft tension values prior to the
temperature increase and following the
reversal in the temperature increase were not
significantly different (p > 0.1).

Over all the time points, the stiffness values
did not differ significantly (p > 0.8) between
the patella tendon and the hamstring tendon
grafts. For the hamstring tendon (Fig. 2)
and patella tendon grafts, the graft stiffness
was 174 = 17 N/mm and 159 + 35 N/mm,
respectively, at the time point representing
immediately following reconstruction. The
graft stiffness decreased significantly (p <
0.01) to 136 £ 10 N/mmand 140 + 39
N/mm, respectively, following stress
relaxation. Increasing the temperature
significantly (p < 0.01) decreased graft
stiffnessto 115 + 11 N/mm and 129 + 35
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Figure 2: Average force increase vs. graft

elongation during stiffnesstests.

N/mm, respectively. For both types of graft,
the graft stiffness values prior to the
temperature increase and following the
reversal in the temperature increase were not
significantly different (p > 0.3).

SUMMARY/CONCLUSIONS

Patella tendon and hamstring tendon grafts
lose tension and stiffness following ACL
reconstruction due to stress relaxation and a
temperature increase. Patella tendon grafts
maintain graft tension better than hamstring
tendon grafts, although post-operative
stiffness levels are similar for the two types
of graft. Decreased graft tension could
contribute to larger post-operative knee
laxity measurements for hamstring tendon
grafts than patella tendon grafts (Feller and
Webster, 2003; Freedman et al., 2003).
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INTRODUCTION

It has been shown that short-leg walking
boots alter kinematics and ground reaction
forces (GRFs) during gait (Zhang, in press).
Short-leg walkers have also been associated
with decreased muscle activity compared to
barefoot walking and walking in traditional
casts (Kadel, 2004). In walking boots, the
decreased amplitude of muscle activity
would be beneficial to the recovery by
limiting the amount of internal loading
subjected to the foot. However, Kadel et al.
measured muscle activity across the entire
stance phase and did not account for muscle
activity that is happening prior to and after
stance phase (Kadel, 2004). Therefore, the
purpose of this study was to determine how
short-leg walkers affect muscle activity of
major ankle muscles during walking. We
examined muscle activity outside of stance
phase by using burst duration to analyze
muscle amplitude. It was hypothesized that
walkers would cause a decrease in ankle
muscle activity.

METHODS

Eleven subjects between ages of 18 and 40
(27.4 + 7.8 yrs) participated in this study.
Subjects performed five level walking trials
in each of three conditions: Gait Walker
(DeRoyal Industries, Inc.), Equalizer (Royce
Medical Co.) and a pair of lab shoes. Data
were collected using an EMG system (600
Hz, Noraxon USA), force platform (600 Hz,
AMTI) and a 6-camera motion analysis
system (120 Hz, Vicon). EMG data were
collected from the Tibialis Anterior (TA),

Peroneous Longus (PER) and Medial
Gastrocnemius (MG).

Muscle activity onset and offset were
calculated using the raw EMG signal and
were defined as the beginning and end of
EMG activity. Onset and offset were
normalized to heelstrike. TA1 is activation
of the TA prior to heelstrike while TA2 is
the activation of TA during late stance and
initial swing. EMG data were smoothed and
rectified using the root mean squared with a
20 ms smoothing window. The integrated
and mean EMG values were analyzed
between EMG onset and offset and
normalized to the maximal integrated EMG
(IEMG) value across the three conditions.

A one-way repeated measures ANOVA was
used to evaluate selected EMG variables and
post hoc comparisons were conducted with
an alpha level (p < 0.05) adjusted for
multiple comparisons through a Bonferroni
procedure.

RESULTS AND DISCUSSION

During the swing to stance transition (IC)
the TA was activated 27% of maximal
activation while the PER and MG were
activated 40% and 36%, respectively.
During the stance to swing transition (PS)
the TA was activated 36% of maximal
activation. The amplitudes of all muscles
analyzed were increased during the walker
conditions. During IC, wearing Gait Walker
and Equalizer increased TA muscle activity
by 16% and 9% respectively (Table 1).
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During PS, the TA had a two-fold increase
in activation intensity for both the Gait
Walker and Equalizer. PER muscle
activation increased by 28% and 24%,
respectively while the MG muscle activation
was increased by 34% and 27%,
respectively (Table 1).

Kinematic and kinetic data revealed
significantly greater maximum knee flexion
for the Gait Walker compared to the no
walker condition, delayed peak plantarflexor
moment for both boots, and a significantly
higher peak plantarflexor moment for the
Gait Walker compared to the Equalizer
(Zhang, in press). These differences in the
kinematic and kinetic data may have
impacted the EMG data. There was an
increase in maximum knee flexion in the
Gait Walker, however, the Equalizer did not
show this increased knee flexion but still
shows significant differences in IEMG
except for TAL.

The walkers do not entirely eliminate ankle
movements. It was demonstrated that there
was a significant decrease in ankle eversion
for the Equalizer and ankle range of motion
(ROM) for the Gait Walker (Zhang, in
press). However, the restriction of ankle
movements and the greater weight of the
walkers during the boot conditions may
contribute to the increased ankle muscle
activities due to the need of co-contraction
during walking.

The Kinetic data collected in this study
showed a later peak plantarflexor moment in
stance phase for the boot conditions,
presumably due to the immobilization of the
ankle joint. This peak plantarflexor moment
was significantly greater for the boot
conditions than the no walker condition.
The Gait walker peak plantarflexor moment
was also significantly higher than the
Equalizer, which is intriguing because the

Gait Walker and Equalizer were not found
to have any significant differences in IEMG.

Table 1. Integrated EMG values during gait.

Gait

Shoe Walker Equalizer
TAl 42.6 £
26.8+84 | 159* | 353+8.7

PER 39.9+ 67.8 = 63.8 +

22.9 14.3* 12.3*
MG 36.4 + 70.5 63.2 +
15.1 19.2* 12.6*
TA2 359+ 721+ 729+
22.9 14.6* 10.9*

Note: * - significantly different from Shoe.
CONCLUSIONS

This study suggests that walking boots cause
an increase in ankle muscle activity
compared to the shoe condition. This
contradicts the literature (Kadel et al., 2004).
The discrepancy may be related to how the
EMG data were analyzed in this and the
previous studies, and the co-activations seen
in the ankle muscles in the walker
conditions. The subjects in this study were
healthy and pain free possibly allowing them
to decrease alterations to the gait kinematics
at the expense of increased muscle activity.
In addition, the muscles examined in the
present and previous studies are ankle
muscles and may not entirely reflect the
internal loading to the foot. Future research
is warranted to assess muscle activity in
subjects who are prescribed to wear a short-
leg walker.
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INTRODUCTION

Index finger joint motion substantially
contributes towards hand dexterity. The
coordinated phalangeal joint movement by a
set of intrinsic and extrinsic muscles has
been studied in human subjects (Darling et
al., 1994) and also using computer models
(Buford et al., 2005). Motion produced by
extrinsic muscles at the phalangeal joints
greatly depends on their anatomic
arrangement. Several cadaveric studies
delineating the distribution pattern, anatomic
variation and arrangement of extensor
tendons were performed. However little is
known about the quantitative motion
generated by the extrinsic muscles at the
phalangeal joints. The purpose of this study
was to investigate the index finger joint
motion generated by individual extrinsic
muscles. In addition, as wrist and finger
joints move in synergy (Su et al., 2005), the
second purpose was to investigate the effect
of wrist position on phalangeal joint motion.

METHODS

Five cadaver hand specimens, amputated at
the mid-humerus and free from apparent
musculoskeletal disorders, were used in this
study. Upon thawing overnight at room
temperature, the specimens were minimally
dissected to expose the musculoteninous
junctions of the extrinsic muscles: flexor
digitorum profundus (FDP), flexor
digitorum superficialis (FDS), extensor
digitorum communis (EDC), and extensor
indicis proprius (EIP). A baseball suture was
established at each musculotendinous

junction for tendon loading. The dissected
specimen was mounted on a custom made
fixture using schanz screws and k-wires
drilled into the radius, the metacarpals and
middle and distal phalanges of the non-
tested fingers (Figure 1). The phalangeal
joints of non-tested fingers were stabilized
by passing k-wire through them. A set of
reflective markers of 5 mm diameter were
placed on the dorsal surface of the index
finger. Each muscle tendon was loaded
manually using a force transducer (Nano 17,
ATI Industrial Automation, Apex, NC).
Prior to the tendon loading, the index finger
was passively moved for 15 seconds through
its comfortable motion territory and then
placed in a position with minimal resistance
to motion. Each tendon was loaded
gradually to 10% of their maximal force
production capability (Brand et al, 1981) in
10 seconds following a ramp displayed on
the screen by custom LabVIEW program.
The tests were performed with the wrist at
neutral, 45° of flexion, and 45° of extension
respectively.

T

Figure 1: A cadaver hand mounted on a
custom fixation device for tendon loading
and motion recording.



Motion data was recorded using a motion
analysis system (Vicon 460, Oxford, UK).
The 3 dimensional coordinates of each
marker were obtained and processed to
determine the flexion-extension angles for
the metacarpophalangeal (MCP), proximal
interphalangeal (PIP), and distal
interphalangeal (DIP) joints.

RESULTS

At neutral wrist position, the range of
motion ratio (MCP:PIP:DIP) generated by
the FDP was 1:2.9:2.0 (Table 1). The range
of motion at the MCP and PIP joints by the
FDS was approximately 2 and 1.5 times of
those generated by the FDP. The range of
motion ratio (MCP:PIP:DIP) generated by
EDC was 6.3:4.4:1. The EIP had motion
effects similar to the EDC. Wrist flexion led
to increases in the average range of motion
at the PIP and DIP joints by the FDP and at
the PIP joint by the FDS. The range of
motion by the EDC and EIP were not
substantially affected by wrist flexion.

Table 1: Ranges of motion (°) generated by
the individual extrinsic muscles/tendons at
different wrist positions.

Wrist Neutral
DIP PIP MCP

EDC | -3.07+2.1 | -13.745.4 | -19.6+4.5
EIP -3.4%£1.9 | -14.3£3.2 | -15.3%9.5
FDS | -1.4+15 | 37.746.9 | 21.9+4.1
FDP | 19.6+10.5 | 27.545.7 9.7+6.5

Wrist Flexion
EDC | -2.9+15 | -12.0£2.5 | -16.3+5.2
EIP -3.3+1.7 | -13.7+2.3 | -16.2+1.3
FDS | -0.5+2.9 | 45.3+7.4 | 17.2+5.1
FDP | 23.2+10.8 | 33.445.1 | 8.3%#6.1

Wrist Extension

EDC | 0.2+#1.9 -5.948.4 | -19.3+9.2
EIP -0.3t15 | -6.6+6.0 | -14.4+9.1
FDS | -1.4+0.8 | 31.2+11.1 | 19.5+5.6
FDP | 18.8+12.4 | 24.0+11.8 | 9.1+7.0

(Note: negative numbers indicate extension

range of motion)

Wrist extension decreased the ranges of
motion at the DIP joint by the FDP and at
the PIP joint by the FDS. The ranges of
motion at the DIP joint by the EDC and at
the DIP and PIP joints by the EIP also
decreased. Wrist posture, in general affected
the starting flexion angles of the phalangeal
joints (Table 2). In particular, the MCP joint
flexion angle increased with wrist extension.
The PIP joint flexion angle decreased with
wrist flexion and increased with wrist
extension. However wrist position had little
effects on the DIP joint position.

Table 2: The phalangeal joint starting
flexion angles (°) at different wrist postures.

Wrist postures | MCP PIP DIP

Neutral 31.5+7.4 | 45.6+£8.9 | 16.1+6.7

Flexion 32.3%5.9 | 40.4+7.7 | 16.0+6.6

Extension 37.0+8.5 | 51.5+9.5 | 18.0+6.7

DISCUSSIONS

We studied the index finger phalangeal joint
motion generated by individual extrinsic
muscles with wrist at neutral, flexed, and
extended positions. At a specific wrist
position, the two extrinsic extensors
generated similar phalangeal movements,
but the two extrinsic flexors actuated
phalangeal movements in a different
manner. The wrist position affected not only
the starting phalangeal joint positions, but
also phalangeal joint ranges of motion. The
results provide insight into the functional
manifestation of the index finger by each
individual extrinsic muscle.
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INTRODUCTION

Swinging the leg forward and placing the
foot on the ground in front of the body is a
critical component of walking. The energetic
cost associated with swinging the leg in
human walking is presently unknown, but
has recently received much attention in the
literature. Early researchers often assumed
leg swing to be passive (e.g., Mochon &
McMahon 1980), which would imply no
cost. Some recent investigators have
estimated the cost of swinging the leg to be
10-20% of the net metabolic cost of walking
(Gottschall & Kram 2005, Griffin et al.
2003), however, a different estimate based
on isolated leg swinging suggested that the
cost was closer to 33% (Doke et al. 2005).
An intermediate value of 26% was obtained
using in vivo measurements in walking
guinea fowl (Marsh et al. 2004).

Progress has been limited by the inability to
directly measure muscle energy expenditure
during walking. Musculoskeletal modeling
techniques allow muscle energy expenditure
to be estimated during simulated activities,
and can complement the experimental
procedure used in other studies. The purpose
of this research was to estimate the cost of
swinging the leg using a computer
simulation model of human walking.

METHODS

A forward dynamics simulation of walking
at 1.3 m/s was generated using an existing
model that was modified to simulate the
foot-ground interface during stance (Fig 1).
The model included seven rigid segments

(trunk, thighs, shanks, and feet), and was
driven by 12 Hill-type muscle actuators per
leg (Umberger et al. 2006). The muscle
model yielded both mechanical and thermal
energy production, which were summed to
obtain muscle metabolic energy expenditure
(Umberger et al. 2003). An energy term
representing the rest of the body was also
included to estimate whole-body energy
consumption.

The model was controlled by muscle
excitation signals that were defined by three
consecutive blocks that could each vary in
timing and magnitude. Numerical
optimization was used to find muscle
excitation patterns that produced walking
that: a) was cyclic, b) minimized distance-
specific energy expenditure, and c) did not
result in knee joint hyperextension. Muscle
metabolic energy expenditure was obtained
by integrating the rate of energy expenditure
(sum of work and heat rates) with respect to
time over the stance and swing phases for
each muscle. Comparable experimental
kinematic, kinetic, and metabolic data were
collected on six healthy, young adults
walking at the same speed as the model.

Figure 1: Planar, seven-segment, nine-
degree of freedom musculoskeletal model.



RESULTS AND DISCUSSION

Numerical optimization resulted in a
simulation that reproduced the essential
features of human walking. Whole-body
energy expenditure was 7% higher in the
model than the subject average, but was well
within the range of experimental values (Fig
2). Leg muscle energy consumption
represented nearly 80% of the whole body
energy expenditure. Of the energy expended
by the leg muscles, 71% was consumed
during the stance phase, and 29% was
consumed during the swing phase (Fig 2).

250r

Energy (J/step)

subjects model muscles stance swing

Figure 2: Left: subjects and model whole-
body energy expenditure. Center: model
muscle energy expenditure. Right: model
muscle energy expenditure during stance
and swing phases.

The greatest consumers of energy during
stance were the plantarflexors, hamstrings,
gluteals, and quadriceps, which together
accounted for 95% of stance phase energy
expenditure. Of these muscle groups, the
plantarflexors (soleus, gastrocnemius, and
the other plantarflexors) consumed the most
energy, representing 33% of the stance
phase costs. The greatest contributors to
swing phase costs were the hamstrings,
quadriceps, iliopsoas, and dorsiflexors,
which together consumed 91% of the swing
phase energy. These four muscle groups
made relatively similar contributions to the
total cost of swinging the leg. The
hamstrings were the only muscle group to

make a meaningful contribution to the costs
of both the stance and swing phases.

SUMMARY

The findings of this simulation study support
experimental results that suggest the
metabolic cost of swinging the leg

represents about one quarter (Marsh et al.
2004) to one third (Doke et al. 2005) of the
total lower limb muscle energy expenditure
in walking. Together, these results have
implications for the continued development
of a theory to explain the determinants of the
metabolic cost of locomotion. Future work
using this modeling and simulation approach
will focus on how stance and swing costs
vary with speed and stride rate. Additional
studies will be conducted to better identify
the metabolic costs associated with other
aspects of walking, such as supporting body
weight and generating propulsion, or
producing force and doing mechanical work.
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INTRODUCTION

To better understand the biomechanics of
joint injury and replacement, several
methods to measure contact force, pressure,
and area have been developed (e.g. Fregly
2003, Harris 1999, Heino Brechter 2003,
Matsuda 1997). The thin-film based
Tekscan system (Tekscan, Inc., South
Boston, MA), which consists of a matrix of
semi-conductive ink that creates an
electrical resistance at intersection points
called sensels, is frequently used.

The purpose of this study was to investigate
the accuracy of contact area measurements
using a Tekscan Sensor and to introduce a
new approach for improving the accuracy of
these measurements.

METHODS

Four flat-ended aluminum circular indenters
with differing diameters were used to apply
loads to a Tekscan 5076 sensor (Tekscan
Inc., South Boston, MA). The indenter
contact areas were 1140mm?, 2027mm?,
3167mm?, and 4560mm?. Applied loads
ranged from 1000 to 7000N in 1000N
increments. Quasi-static loads were applied
using a servo hydraulic material tester
(model 8521-S; Instron Corp., Canton, MA).
The experimental setup included the
indenter placed on top of a Tekscan sensor
with a thin foam-rubber pad inserted
between the indenter and the sensor, which
was positioned on a rigid steel plate and load
cell.

A preload of 100N was applied and then
ramped up to the desired load at a rate of
800N/s. Test loads were held for one minute
while data were collected at a rate of 25Hz.
Each indenter was tested three times at each
load for a total of 84 tests.

The contact area data were collected using I-
scan software. A MATLAB (The
Mathworks, Inc., Natick, MA) program was
written to calculate the area recorded with
the Tekscan sensor. The program also
determined the mean pressure value of the
sensels and the pressure value at two
standard deviations from the mean. The
program then filtered out sensels less than
two standard deviations from the mean
before calculating the adjusted area. The
data were plotted as functions of applied
load and percent error between the actual
area of the indenter, and the unfiltered and
filtered Tekscan areas.

The percent errors in contact area measured
by the Tekscan system and computed by the
MATLAB filtering program were compared
using a Mann-Whitney Rank Sum Test
(SigmaStat3.1, Systat Software, Inc., Point
Richmond, CA). The significance value of
P<0.05 was set a priori.

RESULTS AND DISCUSSION

Percent errors in the contact area ranged
from as low as 5% for the largest indenter at
the lowest applied load to 27% for the
smallest indenter at the highest applied load



with the 5076 sensor. At all loads,
decreasing the indenter size increased the
contact area percent error. An unexpected
finding was the trend of a greater percent
error in contact area with an increase in the
applied load (Figure 1).
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Figure 1: Percent error between the actual

contact areas of the indenters and the areas

recorded with Tekscan 5076 sensor as a

function of applied load.

Filtering out the data collected with the 5076
sensor reduced the percent error in contact
area to less than 1% for all but one load
when using the three largest indenters. The
smallest indenter, however, had area percent
error ranging from approximately 2 to
14.3% (Figure 2).
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Figure 2: Contact areas after filtering out
pressure values lower than two standard
deviations from the mean pressure value.

Overall, filtering the pressure values before
calculating area significantly (P<0.001)
reduced percent errors in contact area
measurements for all forces and areas using
the 5076 sensor.

While our filtering approach improved the
accuracy and precision of the contact area
measurements, this study still has some
limitations. The indenters used in this
investigation were circular, so we cannot say
if this filtering method would work for other
shapes. Only one 5076 sensor was
evaluated. Further testing could have
investigated variability and fatigue across
numerous sensors. Also, results could differ
depending on the compliance of the indenter
and the underlying surface.

SUMMARY

In summary, our results show a degree of
inaccuracy in contact area measurements
when using the Tekscan system with the
5076 sensor. However, when the data were
run through a filtering program, accuracy
was dramatically improved. Filtering
Tekscan output is a viable way to reduce the
errors.
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INTRODUCTION

Hand action has been often used as an object
to study feed-forward mechanism of control
in human movements. Previous studies
addressed feed-forward changes in the
overall performance of the hand in

anticipation of changes in the external forces.

It was shown that anticipatory adjustments
could be achieved in the grip force prior to
an action or a perturbation applied to a hand-
held object (Gordon et al. 1993).

In this study, we ask a different question:
Can the central nervous system adjust multi-
digit synergies in a feed-forward manner, in
preparation to predictable perturbation,
without changing the overt behavior of the
multi-digit prehension system?

Based on the principle of superposition, a
skilled, complex action can be decomposed
into independently controlled sub-actions
such as grasping force control and rotational
equilibrium control. So, we also expected to
see different adjustments in indices of multi-
digit synergies stabilizing the total gripping
force and the total moment of force.

METHODS

To address this issue, we studied
adjustments in multi-digit synergies
associated with applied load/torque
perturbations while the subjects held a
customized handle steadily.

There were six experimental conditions: two
types of perturbations (self-triggered and
experimenter-triggered) by three positions of
the load (left, center, and right).

Subjects (n=8) performed 12 trials for each
condition, and returned the initial handle
position as quickly as possible after a
perturbation, which consisted of removing
one of three loads hanging from the handle.
Three-dimensional forces and moments of
force recorded from each digit contact were
used for the analysis.

Indices of covariation among digit forces
and among moments of force, previously
applied for studying motor synergies, were
computed across trials. (Shim et al. 2004)

RESULTS AND DISCUSSION

In steady-state conditions, strong positive
indices for both digit forces and digit
moment were shown over all subjects.
Negative covariation of individual digit
force and moments of force means the
positive value of the indices in order to
stabilize the total force and moment acting
on the handle.

Under the self-triggered conditions, changes
in the indices of digit force and moment
covariations were seen about 150 ms prior to
the perturbation, while such changes were
detected right after the perturbation under
the experimenter-triggered conditions
(Figure 1).



Immediately following a perturbation, the
indices of force and moment covariation
rapidly changed to negative revealing the
lack of inter-compensation among the
individual digit forces and moments.

Later, both indices showed a recovery to
positive values; the recovery was faster in
the self-triggered conditions than in the
experimenter-triggered ones. During the
steady-state phase after the perturbation, the
indices of force and moment covariation

(B) Self-triggered

(A) Experimenter-
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Figure 1. Indices of finger force
covariation. The load was removed at
time t0=0 s (t0). Different lines show
data during lifting the loads at
different locations. Note the early
shifts in AV indices for self-triggered
conditions.

decreased and increased, respectively, as
compared to the indices during the steady-
state phase prior to the perturbation.

SUMMARY/CONCLUSIONS

We concluds that 1) humans are able to
adjust multi-digit synergies involved in
prehensile tasks in anticipation of a self-
triggered perturbation, and 2) Different
changes in the indices of force and moment
covariation after a perturbation corroborate
the principle of superposition.

REFERENCES

Gordon AM, Westling G, Cole KJ,
Johansson RS (1993). J. Neurophysiol, 69,
1789-1796

Mason MT, Salisbury KJ (1985). Robot
Hands and the Mechanics of Manipulation
(Artificial Intelligence). MIT Press,

Shim JK, Lay BS, Zatsiorsky VM, Latash
ML (2004). J. Appl Physiol, 97, 213-224

Shim JK, Olafsdottir H, Latash ML,
Zatsiorsky VM (2005). Exp Brain Res,
164, 260-270

ACKNOWLEDGEMENTS

NIH grants AG-018751, AR-048563, M0O1
RR10732, and NS-35032.



ACTIVE AND PASSIVE MECHANICAL PROPERTIES OF MATURING
DYSTROPHIC EDL MUSCLES

Andrew Wolff 1, Ashley Niday 2, Kevin Voelker 3, Jarrod Call 3, Nick Evans 3, Kevin Granata 2,
and Robert W. Grange 3

" Department of Mechanical Engineering, Virginia Tech, Blacksburg, VA USA
? Department of Engineering Science and Mechanics, Virginia Tech, Blacksburg, VA USA
3 Department of Human Nutrition, Foods, and Exercise, Virginia Tech, Blacksburg, VA USA
E-mail: wolffan@vt.edu

INTRODUCTION

Duchenne muscular dystrophy (DMD) is an
X-linked degenerative skeletal muscle
disease characterized by the absence of the
protein dystrophin from the cytoplasmic
surface of skeletal muscle cell membranes.
Dystrophin associates with a group of
proteins collectively known as the
dystrophin-glycoprotein complex (DGC)
that is localized to the sarcolemma of
skeletal muscle fibers. In the absence of
dystrophin, the proteins of the DGC are also
absent (Durbeej and Campbell, 2002).

In maturing dystrophic mice aged 9-12 days,
prior to the overt onset of the disease,
absence of dystrophin appears to have
minimal effects on muscle stiffness during a
stretch-injury protocol (Grange et al., 2002).
These data suggest that stiffness in
dystrophic muscles may only differ
following dystrophic onset and progression.
To address this issue, we considered that
muscle mechanical properties should be
assessed over an age range prior to, during
and following onset of the dystrophic
process.

The purpose of these studies was to
determine (1) if the active and passive
mechanical properties (i.e., stiffness and
damping) of maturing dystrophic muscles
were different from control; and, (2) if

different, when during maturation did these
properties change?

METHODS

At ages prior to and following the overt
onset of the dystrophic process (14-35 days),
control and dystrophic extensor digitorum
longus (EDL) muscles were subjected to two
passive stretch protocols at 5% strain with
two strain rates (instantaneous and 1.5 LO/s)
in vitro. Force profiles at the instantaneous
strain rate were fit to a muscle model (Fung,
1993) composed of viscous and linear elastic
branches in parallel, combined with a pure
linear elastic branch in series (Fig 1). From
this model we could determine several
mechanical properties of muscle including
parallel and series elastic stiffness and
damping, C. The same viscoelastic muscle
model was used to determine stiffness
properties of 28 day old active control and
mdx EDL muscles at strain rates of 2, 4 and
8 Lo/s. In addition to whole muscle
mechanics, we are currently running
experiments with an atomic force
microscope (AFM) to determine stiffness of
the muscle fiber membrane directly. The
membranes are probed with the AFM by
indenting the surface of the cell with the tip
of the cantilever and measuring the force-
indentation. Deflection-distance curves are
recorded at different points along the length
of the muscle fiber membrane.
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Figure 1: Viscoelastic mathematical muscle
model with series and parallel components.

RESULTS AND DISCUSSION

The dystrophic and control EDL muscles
exhibited similar passive mechanical
properties at each age (14, 21, 28, and 35
days). For example, there was no difference
in passive series elastic stiffness between
dystrophic and control EDL muscles (Fig.
2). There was no loss in maximum tetanic
force before and after the repeated passive
stretches indicating that the contractile
apparatus was not affected by the stretch
protocols. No difference in active stiffness
was found between mdx and control 28 day
old EDL muscles at all three strain rates.
These results suggest a functional threshold
for dystrophic muscle below which damage
may be minimized. Determining this
threshold could have important clinical
implications for treatments of muscular
dystrophy involving physical activity.

SUMMARY

We observed few differences in passive
mechanical properties of 14-35 day old mdx
and control EDL muscles stretched within
their linear elastic range. Although passive
stiffness properties of dystrophic muscles
appear similar during early maturation (e.g.,
9-35 days), it is likely that more severe

stretch perturbations in the nonlinear elastic
stretch range will evoke muscle damage as
the dystrophic process is initiated and
progresses. The absence of dystrophin also
showed no effect on the active stiffness of
28 day old EDL muscles. An AFM is
currently being used to compare direct
stiffness measurements of the muscle
membrane with the results from the whole
muscle viscoelastic model. Determination
of skeletal muscle passive and active
mechanical properties may be useful to
assess the effects of other muscle diseases
including the muscular dystrophies, as well
as for determining efficacy of therapeutic
treatments.
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Figure 2: No difference in passive series
elastic stiffness between genotypes at each
age (P<0.05).
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INTRODUCTION

Agonist/antagonist co-activation has been
proposed to be a potential injury prevention
mechanism for the anterior cruciate ligament
(ACL). However, varying results have been
reported throughout the literature, with
respect to agonist/antagonist co-activation
across various knee positions. As anterior
tibial translation is proposed to be greatest at
more extended knee positions and if
agonist/antagonist co-activation is a
mechanism for reducing ACL strain, it may
be speculated that co-activation would be
greatest near full extension. Furthermore,
the level of co-activation may also be
limited subsequent to fatigue inducement of
the antagonist muscle group. Therefore, the
purpose of this study was to investigate the
effect of joint position and knee flexor
fatigue on agonist/antagonist co-activation
during isometric knee extension.

METHODS

Eight healthy, recreationally active
individuals (5 men, 3 women) with no
history of lower limb injury volunteered for
participation in this study. The subjects
visited the laboratory 6 times, with at least
48 hours between sessions. Each testing
session occurred at a pre-determined, and
randomly ordered knee position (10, 30, 50,
70, 90 deg knee flexion). Electromyography
(EMG) was collected from 7 muscles
(vastus medialis (VM), vastus lateralis (VL),
rectus femoris (RF), medial hamstring

(MH), lateral hamstring (LH), medial
gastrocnemius (MG), and lateral
gastrocnemius (LG)) during each visit.
Subjects sat in the Biodex accessory chair,
the lower leg was secured to the resistance
adaptor and the knee was then placed in the
pre-determined testing position. The
subjects first performed 5 manually resisted,
plantar-flexion maximal voluntary
contractions (MVC), each lasting
approximately 5 s with 2 minutes between
each contraction. Subjects then performed 5
isometric knee extension MVC’s (5 s, 2 min
rest). Subjects subsequently performed 5
isometric knee flexion MVC’s in a similar
manner. The fatigue protocol consisted of
sub-maximal and maximal knee flexor
contractions and began with the subjects
performing a 5 s sub-maximal (50% MVC)
contraction, which was followed by a5 s
rest period. Following 5 sub-maximal
contractions, the subjects were instructed to
perform a 5 s knee flexor MVC. The
subjects were considered fatigued when
their MV C torque decreased by 50%, or
when they were no longer able to maintain
50% MVC for the entire 5 s duration.
Immediately following the fatigue protocol,
the subjects were asked to perform 5
isometric knee extension MVC’s, with 2
min separating each contraction.

RESULTS AND DISCUSSION
The results of this investigation revealed no

significant difference between pre-fatigue
and post-fatigue co-activation values for the
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MH and LH; however, the MG and LG co-
activation values were found to be
significantly greater post-fatigue (p<0.05)
(Figure 1). An effect of knee angle on co-
activation was found to be significant for the
MG and LG (p<0.05), as co-activation was
greatest at 70 deg knee flexion. However,
no effect was revealed for the MH and LH
(Figure 2).

With no change in MH and LH co-activation
with fatigue, it is suggested that the neural
drive to the hamstrings is maintained after
the fatigue protocol and the functional
ability of the hamstrings as antagonists is
not effected by muscular exhaustion. As it
has been shown that the gastrocnemius
muscle acts as an antagonist to the ACL
(Fleming et al., 2001), the results of this
study suggest that the function of the
gastrocnemius is more apparent with fatigue
of the hamstring muscle group.

The lack of a significant change in
hamstring co-activation throughout the knee
range of motion indirectly suggests that
hamstring co-activation is not initiated by
strain on the ACL. As research has
suggested that ACL strain is greatest with
quadriceps femoris muscle contraction at
extended positions (Grood et al, 1984), these
results indirectly demonstrate that the ACL-
hamstring reflex is not the only moderator of
hamstring co-activation. It may be that a
common drive to the agonist and antagonist
muscle groups is responsible for antagonist
co-activation (Psek & Cafarelli, 1993).
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Figure 1. Co-activation levels as a function
of pre- and post-fatigue tests, for the MH,
LH, MG, and LG.
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INTRODUCTION

Plantar pressures during exercise are
influenced by variations in forces generated
at the foot-floor interface and contact area
between the foot and supporting surface
(Kernozek & Zimmer, 2000; Burnfield et
al., 2004). Recent emphasis on the value of
exercise for prevention of secondary
medical complications combined with an
expansion of the availability of commercial
fitness equipment into medically-based
fitness facilities has resulted in a wide range
of cardiovascular exercise options for
persons with acute and chronic medical
conditions. As prolonged exposure to
elevated plantar pressures can lead to pain
and tissue injury in persons with orthopaedic
and neuropathic foot disorders, a better
understanding of the impact of select
exercises on foot pressures appears
warranted. The purpose of this study was to
explore plantar pressure variations during
exercise on four commercially available
cardiovascular exercise devices which were
selected due to the expected variations in
foot-contact patterns and weight-bearing
loads on the foot while exercising.

METHODS

Ten subjects (19-35 years old; 5 male, 5
female) with no known musculoskeletal or
neurological disorders were recruited. Each
participated in four sessions. During the first
three sessions, subjects were familiarized

with the cardiovascular equipment (Life
Fitness™ Treadmill 97Ti, Elliptical Cross-
Trainer 95Xi, Recumbent Bike 95R1,
Stairclimber 95S1) and instructed to exercise
on each at a speed that they could maintain
for a thirty minute workout. During the
fourth session, plantar pressure variables
(Pedar by Novel) and support surface
kinematics (Motion Analysis) were recorded
simultaneously as subjects performed
treadmill walking, treadmill running,
elliptical training, recumbent biking, and
stairclimbing in self-selected footwear. Each
was performed for five minutes, and the
order was randomized. Data were recorded
during the final minute of each exercise.
Mean Maximum Peak Pressure (PP) values
in the heel, arch, and forefoot were
identified, and their respective Mean
Maximum Force (MF) and Mean Contact
Area (CA) values were recorded for the
dominant limb. Separate one-way analyses
of variance with repeated measures
determined if PP, MF, or CA varied
significantly across activities in each region.
A Bonferroni adjusted alpha level of P <
0.0167 assessed significance.

RESULTS AND DISCUSSION (Table 1)

Heel: PP under the heel was significantly
higher during walking and running
compared to elliptical training,
stairclimbing, or recumbent biking (P <
0.005) owing primarily to a significantly
higher MF under the heel during walking



and running compared to the other three
conditions (P <0.002). Compared to all
other activities, biking registered the lowest
heel MF (P <0.001) and CA (P <0.002).
Heel CA was also diminished during
stairclimbing, registering a significantly
lower value than during running (P = 0.009).

Arch: PP under the arch was significantly
higher during running compared to all other
activities (P < 0.010), primarily due to the
presence of significantly higher MF during
running compared to all other conditions (P
<0.003). Arch PP was also elevated during
walking, exceeding those during biking and
stairclimbing (P < 0.001). PP under the arch
was lowest while biking versus all other
exercise conditions (P < 0.001) owing
primarily to a significant reduction in MF
under the arch during biking compared to all
other activities (P < 0.001). Significantly
lower PP during biking occurred despite the
reduction in arch CA during biking
compared to walking, running and
stairclimbing (P < 0.007). PP was
significantly higher during elliptical training
compared to stairclimbing (P = 0.016)
despite insignificant MF and CA variations.

Forefoot: PP under the forefoot was
significantly higher during running, walking
and elliptical training compared to biking
and stairclimbing (P < 0.007), resulting
primarily from significantly higher MF in
the forefoot during the former three
activities (P < 0.002). Forefoot PP was
significantly lower while biking compared
to all other activities (P < 0.001), owing
mainly to a significantly reduced MF during

this activity compared to all other tasks (P <
0.001). Forefoot MF during elliptical
training was notably lower than that
recorded during running (P = 0.010).
Forefoot CA did not vary significantly
across exercise conditions.

SUMMARY/CONCLUSIONS

In healthy young adults, PPs varied greater
than seven-fold under the heel, four-fold
beneath the arch, and five-fold under the
forefoot across exercises due primarily to
variations in MF. While further research is
required in persons with pathology,
rehabilitation from orthopaedic conditions
where protection of heel tissues is important
should consider use of the recumbent bike,
stairclimber, and elliptical trainer due to the
associated low heel pressures and forces.
Persons with pain or injury in the arch
region or at risk for neuropathic forefoot
ulcers should consider use of the recumbent
bike and stairclimber due to the associated
low arch and forefoot pressures and forces.
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Table 1. Mean Maximum Peak Pressure (N/cmz), Maximum Force (N), and Contact Area (sz) on heel, arch,
and forefoot regions for five activities during the fifth minute of exercise (mean + SD).

Heel Arch Forefoot
Activity PP MF CA PP MF CA PP MF CA
Walking 224 +3.1 4144+1394 279+88 |122+14 165.7+448 27.6+49 [249+8.1 217.3+452 145+2.3
Running 199+4.6 376.9+149.9 282+93 | 154+28 2948927 273+x57 (252+49 251.8+61.3 145+2.4

Elliptical Training | 10.3 £4.0 215.8+122.5 29.1+74 | 10.8+23
Recumbent Biking | 3.0+1.0 254+22.8 10.28+89| 3.8+1.0
Stairclimbing 7.6+1.6 1333+68.8 245+89 | 8.6+23

186.0 £ 54.8 29.6+6.8 |18.6+8.0 181.8+78.3 15.0+£2.0

52.8+24.1 19.0+75|44+x15 365+21.0 11.1+5.2

156.3+34.2 28.6+4.3 |10.8+2.0 122.9+30.8 15.9+2.0
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INTRODUCTION

In spite of many path breaking advances in
medicine, little has been done to address the
needs of amputees who constitute nearly 5%
of the population of Third World countries.
A majority of the population of these
countries are already worn down in their
struggle to make ends meet and invariably
end up with no means to support themselves
upon amputation. The products available to
help them lead a normal life require high
maintenance and are built with
sophistication making them far too
expensive. The paper is a report of the
analysis, design and fabrication process of
artificial limb for Above-Knee Prosthesis.
We are confident that our design is cost-
effective without compromising on gait.

OVERVIEW
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Figure 1: Static Force Analysis on leg
joints.

Static force analysis of an A-K amputee
was done to determine the load and their
inclinations on the joints (as shown in the
figure 1). The horizontal, vertical
components of the forces and the torque
equations are:

YFH = F cos70° - Ry
SFV =Fsin70° - R, - W/7 + W
Y1 = (F sin70° )7 + (W/7)3 — 11W

Assuming equilibrium and solving,

R=151221 F =243 W

® =13.071°

PATIENT SPECIFICATION
Name : James Anandan
Age : 28

Type of Stump : Trans-Femoral

Amputation Detail : Lost left leg due to
road accident in the year 1992.

DESIGN AND FABRICATION OF
THIGH SOCKET

The socket conforms to the body dimensions
of the patient’s stump. The socket design
was done such that no power loss occurs.
The material chosen should be extremely
resistant to impact damage, have high
strength/weight ratio and cost-effective. It
should also be easily moldable into complex
shapes. Hence, Fiber-Glass was chosen over
other options like Kevlar and Carbon-Fiber.
Adopting negative-casting method using



Plaster of Paris, Fiber-Glass socket was
fabricated as shown in figure 2.

e

gure 2: Fabrication of Thigh Socket.
DESIGN OF KNEE JOINT

Knee joint is the most important constituent
of an A-K type artificial limb. So care
should be taken to design and easily
operative, light weight and cost effective

model. Standard ALIMCO single axis
knee joint with Indian squat of 140°
enabled, is a standard component available
in the market that satisfied the requirements
and was hence purchased.

DESIGN OF FOOT

The foot with an inbuilt rocker and toe-
spring that enables it to move even in the
absence of an ankle joint was selected in
design process. PUF (Poly Urethane Foam)
foot with inbuilt toe spring system was
thus used.

OPTIMIZATION

The standard ALIMCO knee setup used in
our case has a knee lock which has to be
activated prior to walking to clear the
ground by moving the limb in an arc like
fashion. To avoid this, the knee lock has to
be deactivated. When deactivated, there is a
possibility of buckling of the knee.
Addressing this problem, design and
fabrication of an External Motion Assisted
System (EMAS), using nylon as the
material and spring control of the knee, is

done. Here the bending is controlled by
virtue of stiffness of the two springs which
use two screws to guide them. The entire
setup is attached to the kneecap as shown in
the figure 3.

Figure 3: EMAS Mechanism.

FINAL PRODUCT

.,
e

Figure 4: Patient using the Fabricated
Artificial Limb.

CONCLUSION

The limb designed and fabricated costs USD
79.60 and is hence 30% more economical
than commercially available limbs such as
ALIMCO (USD 120.00) and OTTO BOCK
(USD 160.00) limbs.
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INTRODUCTION

Although it is well known that chaos is a
central feature of human locomotion, it is
not clear what biomechanical factors
influence the structure of the chaotic pattern
or if it is controllable. Previously, we have
used a passive dynamic walking model that
has a chaotic locomotive pattern as our
foundation to explore these questions
(Figure 1; Kurz & Stergiou, 2005). Our
simulations indicate that hip joint actuations
can be used to transition to stable gaits
embedded within the chaotic locomotive
attractor. Assisting the motion of the swing
leg resulted in the model transitioning to a
higher-order gait pattern. For example, a
systematic increase in hip joint assistance
promoted a period-4 gait pattern to bifurcate
to a period-8, and a period-8 gait to bifurcate
to a period-16. This suggests that tuning the
motion of the swing leg can be used to
control the chaotic structure of the gait
pattern and may provide a mechanism to
transition to stable gaits embedded within
the chaotic attractor. Here we explore if
these concepts extend to human chaotic gait
patterns with a custom built mechanical hip
actuator that assists the motion of the swing
leg during gait (Figure 2).

METHODS

The mechanical hip actuator was designed to
assist the swing leg during locomotion by
applying a linear force at the ankle of the
subject via a cable-spring winch system
(Figure 2). Similar systems have been
developed to explore the contribution of the
swing leg to the energetics of locomotion
(Gottschall & Kram, 2005). During

Web: http:// hhp.uh.edu/pep/Faculty_Pages/MKurz/Mkurz.htm
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Figure 1. Passive dynamic walking model that
controls the chaotic structure of the gait pattern with
a hip joint actuator (torsional hip sping).

locomotion, the stance leg moved backward
due to the treadmill motion and stretched

a rubber spring that was in series with the
cable. Upon the initiation of the swing
phase, the stored potential energy in the
spring assisted the forward motion of the
swing leg. Nineteen subjects (Age =27.68 +
4.3 years, Weight = 713.05 + 188.6 N,
Height =1.71 + 0.09 m ) walked on the
treadmill for five minutes at a self-selected
pace while the mechanical hip actuator
assisted the motion of the swing leg at forces
equal to 0%, 10%, 20% and 25% of the
subject’s limb weight. A 60 Hz high-speed
three-dimensional motion capture system
was used to capture the hip, knee and ankle
sagittal plane joint angles. The largest

‘Winch

o

Load Cell

T

Cable-Spring-
Pulley System ™
Stopper Plate

Treadmill
Marker

Figure 2. Mechanical hip actuator that assists
the motion of the swing leg.



Lyapunov exponent (LyE) was used to
quantify the chaotic structure of the
respective lower extremity joint angle time
series. The LyE for a periodic sine wave is
zero and random noise is 0.469. Human
chaotic locomotion lies some where between
the two extremes (Stergiou et al., 2004). A
systematic increase in the LyE value as hip
assistance was increased would indicate a
change in the structure of the human chaotic
gait pattern that was similar to our model’s
simulations.

RESULTS AND DISCUSSION

A significant difference was found in the
LyE for the hip (p = 0.0001), knee (p =
0.0001) and ankle (p = 0.0001) joints as the
percent of hip resistance was increased (Fig
3). Post-hoc analysis revealed a significant
difference between all the assistance
conditions and the no assistance condition
(p<0.05). A significant (p<0.05) increasing
linear trend was found for all of the lower
extremity joints as assistance was increased.
This indicated that the swing assistance
scaled the structure of the human chaotic
gait pattern in a similar fashion as our
passive dynamic walking model. At the
greatest level of hip assistance, the chaotic
structure of the hip joint increased by 38%,
knee joint increased by 35% and the ankle
increased by 25%. Hence, our human
experiments and model indicated that the
neural control of the swing limb plays an
important role in the structure of chaotic
gait. Potentially, the inability to properly
‘tune’ the motion of the swing leg may be
related to changes in the chaotic structure
seen in the pathological populations such as
the elderly (Stergiou et al., 2004). This is the
first investigation to demonstrate that the
structure of chaos is controllable and that it
can be systematically altered. Possibly we
may be able to control the chaotic structure
of pathological gait patterns. Currently, we

are using the mechanical hip actuator to
determine if we can ‘tune’ the motion of the
swing leg in the elderly and control the
chaotic structure of their gait. This may lead
to therapeutic mechanisms that can restore a
healthy and stable chaotic gait pattern.
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Figure 3. LyE values for the hip (A), knee (B) and ankle
(C) joints as the percent of swing assistance was increased.

The line represents the increasing linear trend.
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Cerebral Palsy: A 3D in vivo Knee Joint Kinematic Study
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INTRODUCTION

Cerebral Palsy (CP) is the most common
disabling condition in childhood, involving a
diverse group of movement and posture
disorders of varying etiologies. Yet, the
analysis techniques used to study this
disease have difficulty quantifying
kinematic parameters at the joint structure
level. Thus, this work focuses on
quantifying in vivo tibiofemoral (TF) and
patellofemoral (PF) kinematics along with
the patellar tendon moment arm in a group
of individuals with CP during volitional
knee extension using fast-PC MRI. Four
primary questions were addressed: 1) Can
patients with CP perform the repetitive
motion required to capture the kinematic
data? 2) Does “lever-arm dysfunction” exist
in this population 3) Are there significant
differences between normal and CP knee
joint function and are these differences
consistent across the CP population of this
study? and 4) Do the current findings relate
to clinical observations?

METHODS

Four subjects diagnosed with CP
participated in this study. For one subject
both knees were examined, thus 2 subject
numbers were assigned in order to represent
both limbs (S2=left knee and S3=right
knee). Subjects were placed supine in within
the 1.5-T MR imager (LX-9.1M4; GE
Medical Systems, Milwaukee, W1, USA).
Data were acquired using dynamic imaging
sequences (fast-PC MRI) while subjects

cyclically extended and flexed their knee
through a comfortably attainable range of
motion at 35 cycles/minute.

From these data, 3D kinematic translations
and rotations were quantified for the PF and
TF joints as well as determining the patellar
tendon moment arm relative to the TF finite
helical axis (TF-FHA). These data were
then compared to the normative average
(n=34). For consistency in comparing
subject data, all translational and moment
arm data were normalized by the average
epicondylar width (77.7mm) and the
individual subject’s epicondylar width.

RESULTS AND DISCUSSION

The patellar tendon moment arm for 4 out of
the 5 CP subjects was greater than the

Moment arm (mm)
.
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| —— 52 S4 —4— S5
10 20 30 40 50
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Figure 1: Moment Arm: The normative
average (n=34) is in black with £1SD in
grey). Each CP knee was assigned a unique
color and symbol.



normative average, disagreeing with the
theory of lever-arm dysfunction (Figure 1).
Though the differences compared to the
normative population did not reach
significant levels, they remained 1.0-1.5 SD
away from the normative average. The only
previous direct measure of the PF joint in
CP patients has been through the use of
sagittal radiographs, in which the TF finite
helical axis was assumed to be a fixed point.
In both the both populations this was not the
case and it appeared that the increased
moment arm in the CP patients was due to a
finite helical axis that remained more
posterior than the normative population.

The strongest commonality in kinematics
was found in three most involved subjects
(S1, S4 and S5) and agreed well with the
clinical findings. These commonalities
included decreased PF extension, increased
PF varus rotation and increased PF superior
translation as compared to the normative
population. These three subjects also
demonstrated varied PF medial tilt and
similar TF varus. The internal tibial rotation
for S5 was almost exactly aligned with the
normative average, whereas S1 and S4 had
significantly internally rotated tibias. This
may be influenced by S5’s recent distal
tibial derotation osteotomy for tibial torsion.
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The PF joint was the most affected in CP
subjects, which agrees with the clinical
observation that individuals with CP often
have PF joint dysfunction, limited knee
extension strength and spasticity which all
contribute to mobility impairments.

Going forward, studying a larger CP
population including a variety of functional
subtypes, both before and after major
surgical interventions will allow correlations
between various dynamic quantities, clinical
findings, and interventional outcomes to be
established. This may allow differentiation
of PF and TF function in various functional
sub-types of CP, which will provide insights
into the management of these specific
subpopulations affected by CP.

SUMMARY/CONCLUSIONS

Fast-PC MRI is a practical tool for acquiring
data with which to study the effects of CP at
the joint level. There were significant
differences between the CP subjects and the
unimpaired subjects. However, these
differences were not consistent across the
CP population, but the results of each
individual in this study are supported by
clinical findings.
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Figure 2: Key PF and TF kinematics parameters that demonstrated a relationship with
clinical findings. The colors and symbols are the same as in Figure 1.
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INTRODUCTION

To better understand the biological
implications of the variability present in
physiological signals, it is important to use
nonlinear tools, as methods of analysis, in
addition to conventional linear tools (i.e.
standard deviation). Nonlinear tools can
assist in obtaining subtle information hidden
in very complex physiological signals,
which cannot be obtained by using linear
tools. One of the most widely used nonlinear
tools to detect the presence of chaos in a
time series is the Lyapunov Exponent (LyE).
Another nonlinear tool that has been used
extensively is the Approximate Entropy
(ApEn), which can quantify the
predictability or regularity of the
fluctuations present in a time series (Pincus,
1991; Pincus et al., 1991). The calculation of
ApEn is based on conditioning vectors that
are used to identify component-wise similar
vectors and through which similar patterns
that exist in a time series can be detected.
The lag parameter value for the calculation
of ApEn is defined as the consecutive data
points skipped to create conditioning vectors
by the algorithm. The purpose of the present
study was to describe a technique that can be
used to determine the presence of chaos in a
time series that is based on the behavior of
the ApEn values as the lag parameter value
increases. To accomplish this goal, we used
both known (chaotic, periodic and random)
and biological time series.

METHODS

We have identified as our known time series
the following: the Lorenz, the Baker, the
Ikeda and the Henon map as chaotic time
series; a simple sine, a double sine and
multiple sine waves as periodic time series;
and three different fractional Gaussian
noises as random time series. For our
biological time series, we used Center-Of-
Pressure (COP) data obtained from eleven
typically developing sitting infants. These
infants participated in data collections
started at the age of 145.1 days old (sd =
15.9) and taking place twice a month for a
period of four months. The COP data was
collected with an AMTTI force plate
(Watertown, MA), interfaced to a computer
system running Vicon data acquisition
software (Lake Forest, CA). LyE was
calculated using the Chaos Data Analyzer
software (Sprott & Rowlands, 1995). To
compute ApEn, custom laboratory software
written in Matlab (Mathworks, Natick, MA),
with code developed by Kaplan and Staffin
(1996), was used. We calculated ApEn of
each time series, increasing the lag
parameter value from 1 to 20.

RESULTS AND DISCUSSION

ApEn values for all the chaotic time series
except the Lorenz increase rapidly and
converge to higher values of ApEn as the lag
value increases. Compared with the chaotic
time series, the ApEn values of the periodic
time series remain lower, and there are
relatively small effects of changing the lag



value on the ApEn values. For the random
time series, consistent results are obtained,
and there is almost no influence of changing
the lag value on the ApEn values. These
results are explained by the fact that change
in the lag value brings rearrangement of
conditioning vectors. With small lag values,
conditioning vectors stay relatively closer to
the structure of an original time series while
with large lag values, they do not accurately
represent patterns in the original time series.
Thus for the case of chaotic time series, as
long as conditioning vectors are created in a
way that does not destroy subtle structures
contained in the time series, similar patterns
can be detected, and ApEn values stay
lower. Considering the fact that a periodic
time series has structures repeating
themselves and that whatever the lag value
is, a constant number of points is skipped,
change in the lag value has little effect on
finding similar patterns. As for a random
time series, it contains fewer similar patterns
to begin with. Therefore, having
conditioning vectors with large lag values
that do not represent the original time series
has little effect on the ApEn values.

For the COP data, LyE and ApEn were
calculated for each of 219 trials. LyE was
positive for all the data (Mean = 0.10, sd
=0.02) indicating the presence of chaos. The
ApEn values gradually increased and
showed a similar behavior as those of the
chaotic time series even though the ApEn
were smaller than those of the chaotic time
series.

SUMMARY/CONCLUSIONS

We have shown that time series with
different structures have unique behaviors in
terms of the changes observed on the ApEn
values as lag values increase. A converging
behavior of a time series as the lag value
increases suggests the presence of chaos,

and we have used biological data to also
demonstrate this finding. Taking into
consideration that ApEn is robust with short
and relatively noisy physiological data, we
believe that our method is worth being
further explored as a new technique to
determine the structure of biological time
series. This may be important in determining
abnormalities in biological time series such
as the COP, as well as in evaluating effects
of treatment for pathological conditions.
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Figure 1: Mean ApEn for 3 random time
series (dark green), for 4 chaotic time series
(blue), for 3 periodic time series (light
green). Lorenz (red) and COP (pink).
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INTRODUCTION

Previous research indicated that balance is
greatly perturbed and the fall risk is
increased in older adults when
simultaneously performing a secondary
cognitive task during gait (Shumway-Cook
and Woollacott, 2000). Deficits in balance
maintenance under dual-task conditions are
more prominent in older adults with balance
impairments (Shumway-Cook et al, 1997).
Previous dual task research in balance-
impaired subjects has been limited to the
study of balance control during stance; thus
the effect of performing a secondary task on
stability during challenges to gait is not
known. In light of reported findings from
studies on stance balance control, one would
expect that the ability to properly maintain
gait stability could be greatly decreased
under dual-task conditions in balance
impaired elders. This may explain why
inability to recover from dips and trips
during gait accounts for the mgjority of falls
in balance impaired older adults (Nevitt et al,
1991).

This study examined how a secondary task
affects gait stability during obstacle
clearance in the elderly. It was hypothesized
that a greater impact on gait stability would
demonstrate in older adults with balance
impairments while performing two tasks
simultaneously.

METHODS

Twelve healthy young adults (HYA) (5
femalesand 7 males; 22.8 + 2.7 years; 172.3
+ 14.18 cm; 72.2 + 14.3 k@), 12 hedlthy
elderly adults (HOA) (3 maes and 9 females,

74.1+ 4.6 years, 163.6 + 10.3cm; 67.8 =
11.4 kg) and 12 elderly patients with a fall
history (BIOA) during walking (4 male and
8femae; 81.1 + 4.3 years, 164 + 8.9 cm;
72.3 £ 12.7 kg) were recruited for this study.
Subjects were asked to walk at a self-
selected pace along awakway in
unobstructed level walking and while
stepping over an obstacle set to a height
equivalent to 10% of the subject’ s body
height.

Three dimensional marker trajectories were
collected at 60Hz with an eight-camera
motion tracking system (MotionAnalysis,
Santa Rosa, CA). Twenty-nine reflective
markers were placed on bony landmarks of
the body(Hahn & Chou, 2004). An auditory
Stroop task was implemented as a secondary
task by SuperLab Pro (Cedrus, San Pedro,
CA). Stimuli presenting aword (HIGH or
LOW) with high or low pitches were relayed
to the subject via two speakers during
crossing obstacle. Verbal reaction times
(VRT) during the Stroop task were recorded.

Both external markers and estimated joint
centers (of both distal and proximal ends)
were used to calculate the three-dimensional
locations of segmental center of mass
(COM). Whole body COM position data
was calculated as the weighted sum of each
body segment, with 13 segments
representing the whole body (head- neck,
trunk, pelvis, upper and lower arms, upper
and lower legs, feet). The center of pressure
position was calculated from the ground
reaction forcessmoments collected from two



force platforms (AMTI, Watertown, MA) at
960 Hz.

Gait variables and VRT were assessed as
dependent measurements by using a three-
factor ANOVA with repeated measures of
testing conditions and congruency.

RESULTS AND DISCUSSION

For VRT performance, congruency effect
(difference between congruent and
incongruent situations) was significantly
larger in seated conditioncompared with
two walking conditions in all subjects. The
congruency effect was reduced linearly
(p<0.05) acrossthree testing conditions.
Interestingly, BIOA showed arelative
smaller difference between congruent and
incongruent situations during obstacle
crossing (Fig. 1).

VRT Performance Between Three Groups
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Figurel: Thisgraphillustratesthe average VRT
performance among three groupsin three conditions.
Solid lines represent congruent situation and dot lines
represent incongruent situation.

During obstacle clearance, when compared
to level walking, medial-lateral COM
deviations (ML COM) increased
significantly in al age groups, especialy in
the incongruent situation (Table 1). Only
elderly individuals with balance
impairments showed a significant reduction
in ML COM sways between incongruent
and control situation, indicating walking
strategy was atered to be more stable in
order to perform the secondary task in BIOA.

SUMMARY/CONCLUSIONS

As balance task becomes more challenging,
the congruency effect diminishes in HY A
and HOA, indicating that obstacle crossing
is highly attention demanding. Although
BIOA minimize their body sway when
performing a difficulty secondary task, they
show a smaller reduction in the congruency
effect. It suggests that BIOA may have
insufficient dual task capacity to perform
two tasks simultaneously and tend to
prioritize their gait stability in dual task
environment.
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Table1l: ML COM range of motionin cm (meant SD)

Groups: HYA HOA BIOA
Conditions. | Level wak 10% Level walk 10% Level walk 10%
Single 3.6+1.1 4.5+1.3 3.5+0.6 5.1+1.7 55+1.7 8.7+2.9°
Congruent 3.7+0.6 44+1.1 3.4+0.6 55+1.4 55+1.9 7.8+£2.2
I ncongruent 3.4+0.4 4.3+1.1 4.1+1.8 50£15 5.7£2.3 7.6+2.3%

a. significant congruency difference, p<0.05
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INTRODUCTION

Everyday manipulation tasks require static
grasping and dynamic translation and/or
rotation of a hand-held object such as lifting,
holding, drinking a glass of water, etc.
(Shim et al. 2005)

Previous studies have investigated static
grasping of both rectangular and circular
object manipulations. The prismatic grip of
rectangular objects has been a favorite topic
of research studies on the central nervous
system control of hand digit forces and
moments. Other studies on pinch or multi-
digit grasping of rectangular objects showed
that humans increase a grip force (normal
force) with object weight (Kinoshita et al.
1995). It has been also shown that the grip
force is always larger than the minimally
required normal force to prevent slipping of
digit tips at contacts (safety margin:
Westling and Johansson 1984). Recently, a
study on dynamic translational movements
of hand-held objects of different weights
showed linear increases of grasping forces
with the weight of the objects.

However, our knowledge on central
nervous system control of digit forces and
moments during circular object
manipulation is largely limited. In this study,
we investigated changes in finger normal
and tangential forces and safety margins
during oscillatory angular movements of
hand-held objects of seven different
moments of inertia.

METHODS

A cylindrical aluminum handle (radius = 4.5
cm) was used in this study. An aluminum
beam (69.8cm) was attached to the center

bottom of the handle at its midpoint. A
vertical pillar was attached to the bottom of
the aluminum beam below the center of the
handle. Mounted to the handle were five,
six-dimensional sensors, each capable of
measuring force and moment in three
dimensions. The relative angular positions
of the sensors were determined from average
angular digit positions across all subjects.
Two masses of 262.5 g were attached to the
aluminum beam, each an equal distance in a
transverse plane.

We manipulated the moment of inertia
about the vertical axis for different
experimental conditions by changing the
load locations in the plane. At the bottom of
the vertical pillar, a three-dimensional
magnetic sensor was used to provide online
feedback of the angular position of the
handle about the vertical axis.

Six healthy, young adults volunteered as
subjects for this study. Each subject grasped
the handle such that each digit tip was
placed on the midpoint of a sensor and the
aluminum beam was perpendicular to
gravity. The subjects were asked to rotate
the system about the longitudinal axis for 20
oscillatory cycles covering a range from 45°
counter-clockwise to 45° clockwise from the
neutral grasping position. We provided
auditory feedback (beeps) to subjects to
control the period of oscillation. The
frequency of oscillations was 1.0 Hz.

RESULTS AND DISCUSSION

The time profiles of the normal and
tangential forces were found over an entire
20 cycle trial. The average maximum values
of normal and tangential forces were then



calculated from these profiles over all cycles
(Figure 1). Under all of the conditions, the
magnitudes of normal and tangential forces
were largest in the thumb. The largest
safety margin was found in the thumb and
the smallest in the index finger.
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Figure 1. Average maximum value of individual
finger normal forces under varying moment of inertia
conditions.

The relationship between the normal and
tangential forces was also plotted, yielding
that the normal force increased with the
magnitude of tangential force (Figure 2).

The total normal force was calculated to
be the sum of each of the individual digit
normal forces. The average total normal
force over the entire 20 cycle trial was found
to linearly increase with the moment of
inertia of the system.

SUMMARY/CONCLUSIONS

The angular displacement between the
thumb and index finger and between the
thumb and little finger was significantly
greater than the angular displacement
between other digits. In this orientation, the
thumb opposes the other digits. This
opposition accounts for the large magnitude

of normal and tangential forces in the thumb.

The safety margin is a measurement of
force efficiency. A large safety margin
indicates an excessive, and thus less
efficient, application of force. From our
results we can conclude that the use of
thumb force is the least efficient (largest
safety margin) and the use of index finger
force is the most efficient of all the digits.

Previous studies show that the index finger
is the most dexterous of all the fingers. The
relatively small safety margin of the index
finger found in this study supports these
previous findings of high index dexterity.
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Figure 2: Normal force versus tangential force under
varying moment of inertia conditions for a single
oscillatory cycle.

Because the moment of inertia is held
constant within each set of oscillations, the
tangential force changes exclusively with
angular acceleration. The normal force
increased with the magnitude of tangential
force. We can therefore conclude that the
normal force increases with the magnitude
of angular acceleration.

The recent study mentioned prior of
dynamic translational movements of hand-
held objects of different weights showed a
linear increase of grasping force object
weight (Zatsiorsky et al. 2005). Our
findings yield a linear increase in grasping
force with an increase in moment of inertia.
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INTRODUCTION

The Virtual Functional Anatomy (VFA)
project is designed to fill the important
knowledge gap that exists in the relationship
between functional movement limitations
and impaired joint structure and function.
Our current focus is to develop and
ultimately validate a combined set of tools
that will enable the accurate and precise
measurement, analysis and visualization of
three-dimensional (3-D) static and dynamic
musculoskeletal anatomy (i.e., bone shape,
skeletal kinematics, tendon and ligament
strain, muscle force, and joint space). This
project combines MR imaging capabilities
with a highly accurate, imaging-based
measurement and analysis techniques for the
non-invasive quantification of complete
joint anatomy and tissue dynamics during
functional movements. This requires the
development of methodologies for creating
3D digital images of loaded and moving
joint tissues (bone, cartilage, and connective
tissues) in order to reveal joint contact
patterns and tissue loads. The variability of
bone shape and the sensitivity of defined
joint attitude (translation and rotation of one
bone relative to another) to osteo-based
coordinate system definition are being
evaluated. These capabilities are being
developed to document and evaluate the
function of normal and impaired joint
structures (e.g., Cerebral Palsy, Ehlers
Danlos syndrome and patellar maltracking
syndrome) under simulated conditions
experienced during activities of daily living.
Recently, this work has concentrated on four
primary project areas: 1) VFA tool

development, 2) In vivo normal and
impaired knee joint function, 3) In vivo
ankle joint function and 4) The
quantification of bone shape.

METHODS

The cornerstone of quantifying 3D joint
dynamics is the General Electric (GE) fast
phase contrast (fast-PC) imaging sequence,
which acquires a series of images over time

Figure 1: Pictorial representation of the creation of a
dynamic VFA model



depicting the anatomy with correlated
measures of the 3D velocity for each pixel
within the imaging plane. During a fast-PC
acquisition subjects cyclically move their
joint through a specified range of motion at
a typical rate of 35 cycles/minute. Next, the
3D attitude for each bone within the joint
and muscular displacements over the
movement cycle are quantified through
integration of the velocity data. Based on the
attitude of the bones and muscular
displacements; the finite helical axis, tendon
moment arms and tendon strain are defined.
By registering the dynamic data with high
quality static 3D MR images, ligament
strains and cartilage contact patterns can be
determined. In addition to the dynamic
imaging, methods are under development for
the 2D and 3D quantification of bone shape.

Currently normative databases for complete
knee joint (n=34), inclusive of the
patellofemoral and tibiofemoral joints, and
for the hindfoot (n=22), inclusive of the
talocrural and subtalar joints, have been
established. Using these data the finite
helical axes of these joints and the strain and
moment arm of the patellar and Achilles’
tendon have been quantified. Beginning with
this baseline, the changes in joint kinematics
due to impairments (Cerebral Palsy, Ehlers
Danlos syndrome, patellar maltracking,
ACL loss) are being explored.

RESULTS AND DISCUSSION

By creating highly accurate and precise
databases for knee and ankle joints, specific
trends have come to light that have not been
seen before. It was determined that the joints
of the ankle do follow a coupled rotation
(supination or pronation), but primary
rotations occur at joints opposite to clinical
definitions. It was determined that the knee
joints do not follow a coupled rotation and
that individual subjects can have variable
initial starting attitudes and changes in

attitudes. This variability likely accounts for
much of the inter-subject variability and
some of the conflicting results reported in
different studies. In terms of impairments, it
was demonstrated that patellar maltracking
was not simply a 2D problem, but alterations
in kinematics could be seen in all three
directions. In cerebral palsy, a lack of
support for the theory of “lever-arm”
dysfunction being the source of low joint
torque was found. In this population there
was good agreement between the kinematic
results and clinical findings.

The two dimensional bone shape project
defined key definitions for developing
anatomical coordinate systems for the knee
and ankle joints. It also highlighted potential
sources of error in previous static and
kinematic MRI studies. It was found that a
slight rotation or translation of the knee joint
relative to the imaging plane resulted in
significant differences in six key parameters
typically used in clinical imaging to define
patellofemoral impairments. The 3D bone
shape project has demonstrated that in order
to better quantify local shape variations, the
local and global shape variations must be
accounted for separately.

SUMMARY/CONCLUSIONS

The VFA toolbox is an accurate and precise
tool for acquiring data with which to study
the effects of impairments on the
musculoskeletal system at the joint level.
The fact that direct links have been seen
between the VFA outputs and clinical
evaluations implies that this tool has the
potential for becoming a key clinical
analysis package. The bone shape project
will allow for more precise average bone
models and for the quantification of
variations in bones on both the local and
global scale.
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INTRODUCTION

When one is interested in modeling the
forces in a joint it is tempting to focus only
on that joint. The disadvantage of this
approach is that it may not provide a
sufficiently powerful representation of the
way biarticular muscles contribute to single
joints. In this study, our previous single
joint model was expanded to include
multiple joints. Specifically, we compared
estimation of ankle joint moments and
muscle forces with results from a combined
ankle and knee model.

METHODS

The data collection for this preliminary
comparison of modeling methods was
conducted on a subject with healthy gait.
The subject performed gait and maximum
voluntary contraction trials. The data
collected were kinematics, muscle specific
electromyography (EMGQG), and ground
reaction forces. Muscles chosen were the
semitendinosus, biceps femoris, rectus
femoris, vastus lateralis, vastus medialis
about the knee (Lloyd & Besier, 2002), the
tibialis anterior and soleus about the ankle,
and the gastrocnemii as biarticular muscles
that span both the ankle and knee.

After the data collection, we averaged the
EMGs from the vasti estimating activation
for the vastus intermedius. In addition,
EMG for the biceps femoris was assumed to

be the same for both the long and short head.
EMG data were processed by relieving bias,
rectifying, high and low-pass filtering, and
finally normalizing by the maximal
activation for each muscle. The kinematic
data were used to obtain joint angles for the
hip, knee, and ankle and subsequently
muscle-tendon lengths and muscle

moment arms using SIMM. Also, inverse
dynamic joint moments were calculated for
the knee and ankle from the kinematic data
and the ground reaction forces.

Our EMG-driven model is built on a
forward dynamic approach using a Hill-type
model which includes active, passive, and
damping components (Figure 1) (Buchanan
et al., 2005). The processed EMG data were
passed through a history-dependent
recursive filter and then non-linearized to
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Figure 1: Hill-type model: a) muscle-tendon
unit, b) muscle fiber unit. Where F is force, /,
tendon length, /,, muscle fiber length, /,,
muscle-tendon length, ¢ pennation angle, and
F,, muscle force.



give muscle activation. The equation
relating components of our Hill-type model
was integrated to calculate fiber length and
tendon length. Tendon force was
interpolated from the force-length
relationship, which combined with muscle
moment arms gave joint moments
(Buchanan et al., 2004).

Due to the difficulty of in vivo measurement
of subject specific muscle parameters, such
as tendon slack length, we used a hybrid
model. In the tuning process, these
parameters were adjusted according to an
optimization algorithm (Goffe et al., 1994)
using the inverse dynamic joint moments as
the standard. Our model was tuned to the
ankle and then to the ankle and knee
combined for the first trial. The tuned
models were then used to predict ankle joint
moments for other walking trials.

RESULTS AND DISCUSSION

The model’s ability to predict joint moments
was consistent between single and multiple
joint calibrations (R* = 0.97 and 0.96
respectively). RMS values of 7.7% and
8.1% showed a moderate increase in error
when the knee was included in the tuning
process (Figure 2). The RMS difference
between the two predictions was 1.3%, and
a 5% reduction in peak error was found by
using the multi-joint model. The differences
found between our models are seen in the
muscle forces. The predictions for the
soleus and tibialis anterior varied less than
5% between the two calibrations. On the
other hand, the forces were estimated to
change up to 20 percent for the gastrocnemii
in the combined model.

The study showed consistency in joint
moment predictions. More importantly, the
deviations in muscle force predictions were
more pronounced for the biarticular muscles,
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Figure 2: Ankle joint moment comparison

as expected. Single joint modeling of the
ankle neglects contributions of the
gastrocnemii at the knee. Multiple joint
modeling accounts for more complex and
physiological kinetics.

CONCLUSIONS

The performance of our multiple joint model
was consistent with our previous work. The
differences found in muscle force estimation
are most likely due to increased
physiological accuracy of the model.
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INTRODUCTION

Posterior tibial tendon dysfunction (PTTD)
is the most common cause of acquired
flatfoot deformity in adults (Myerson et al.,
1996). While numerous etiologies have been
proposed, the cause of PTTD and its
progression are still  unknown. We
hypothesized  that  abnormal  gliding
resistance and tendon excursion increases
the work of friction, which may lead to PTT
degeneration and failure. The purpose of this
study was to improve our understanding of
PTT gliding resistance and excursion: 1) in
the intact foot and simulated flatfoot and 2)
when the PTT is loaded at different levels.

METHODS

Seven male fresh-frozen cadaveric lower
extremities, disarticulated at the knee, were
studied (67+24 years). The proximal tibia
and fibula were potted in PMMA and
mounted in a custom testing apparatus. Ring
shaped force transducers (diameter 1.5 cm)
were attached to distal and proximal ends of
the PTT. Distally, a 1.5 cm section of the
PTT was removed and a transducer was
attached to the tendon on the proximal side
and anchored to the navicular. The proximal
end of the tendon was attached to a cable,
which was placed around a pulley that
incorporated a rotatory potentiometer to
measure tendon excursion. Static loads (0.5,
1 and 2 kg) were applied to the cable. The
foot was moved through the range of motion
in the sagittal (plantarflexion/dorsiflexion),

coronal (inversion/eversion) and transverse
(internal/external rotation) planes for three
trials. Tests were conducted for the intact
foot and after a flatfoot deformity was
created by sectioning the peritalar soft tissue
constraints (Kitaoka et al., 1998). The force
in the proximal sensor was subtracted from
the force in the distal sensor to calculate the
gliding resistance (An et al. 1993; Uchiyama
et al., 1995), which was plotted against PTT
excursion, to yield a hysteresis curve. The
hysteresis curve was truncated such that an
equal range of motion was considered for
each condition (i.e., 1.5 cm of excursion in
the coronal and transverse planes and 0.3 cm
in the sagittal plane). The area within the
truncated curve was defined as the work of
friction (Fig.1). For statistical analysis, a
Wilcoxon signed rank test (p<0.05) was
used to test differences between intact and
simulated flatfoot. A Friedman test
(p<0.05) was used to test differences in each
tendon loading level.
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Fig.1 Sample hysteresis curve in the coronal
plane for the intact and flatfoot conditions at
2kg. The shaded areas represent uniform
truncation of the curves for all test
conditions used to calculate the work of
friction values.



RESULTS AND DISCUSSION

The hysteresis curves were consistent and
repeatable for each testing condition.
Standard deviations of the calculated work
of friction from three cycles of manipulation
were less than 6% of mean values. The
maximum PTT excursion in sagittal, coronal
and transverse planes 1) in the intact
condition was 0.60+0.13 cm, 2.42+0.18 cm
and 2.39+0.44 cm, respectively and 2) in the
flatfoot condition was 0.68+0.14 cm,
2.95+0.21 cm and 2.84+0.28 cm,
respectively.

Flatfoot deformity increased the work of
friction significantly in the coronal and
transverse planes (p<0.05) but did not in the
sagittal plane. In all three planes of motion,
the work of friction increased between 0.5
kg and 2 kg (p<0.05) (Fig.2).

Coronal Plane Motion
25

*
* ES 1
2 4 I 17 1
* —x
154
1,
0.5 +
o] T T T T T

intact 0.5 flat 0.5 intact1.0 flat1.0 intact2.0 flat 2.0

Work of Friction (Ncm)

Transverse Plane Motion

*
[ * * 1
[ T
* l;'
154 1
1
0.5
0 : : : : :

intact 0.5 flat0.5 intact 1.0 flat 1.0 intact 2.0 flat 2.0

Work of Friction (Ncm)

Sagittal Plane Motion

19 *
T E3 1
0.5 1 T 1

ol = mm e mEm 1 EE

intact 0.5 flat 0.5 intact 1.0 flat 1.0 intact2.0 flat 2.0

Work of Friction (Ncm)
I
(&

Fig.2 Work of friction in the intact and
flatfoot conditions with the PTT loaded at
0.5, 1 and 2 kg (*p<0.05).

Previous studies examined the change in
gliding resistance when the hindfoot was
positioned in neutral, maximum
dorsiflexion, and maximum planter flexion
and the PTT was manually moved 10 mm
(Uchiyama et al., 2000). This study showed
that the sagittal plane PTT excursion in the
physiologic range of motion is smaller (6+1
mm), while the coronal and transverse plane
excursions were significantly larger.

SUMMARY AND CONCLUSIONS

This study combined both gliding resistance
and PTT excursion to assess the work of
friction in the PTT during passive motion of
the hindfoot. The work of friction increased
with tendon loading in all three planes of
motion and was greater in the flatfoot
condition than the intact condition in the
coronal and transverse planes. These results
suggested that non-operative treatment
should be focused on limiting coronal and
transverse plane motions. This may decrease
the degenerative effects, while permitting
sagittal motion to allow for more normal
ambulation.
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INTRODUCTION

Scapular kinematics have been previously
studied in adults and healthy children (1,2)
and differences have been observed between
adults and children (1). Brachial Plexus
Birth Palsy (BPBP) often affects the
shoulder musculature and these children
display impairments in humeral elevation in
the affected limb, glenohumeral (gh) joint
deformities and compensatory changes in
scapulothoracic (st) motion (3,4).
Kinematics of the upper limb has been
studied previously in children with BPBP
(5), although this analysis did not include
scapular kinematics. Since children with
BPBP demonstrate scapular compensations
during humeral elevation, analysis should
include scapulothoracic motion to assess
overall shoulder motion. The purpose of this
study was to describe the scapular
kinematics in children with BPBP on both
their involved and their non-involved sides.

METHODS

Sixteen children with BPBP (8 F/ 8 M), 4-12
years of age participated in this study. Three
trials of humeral elevation were collected on
both the involved and uninvolved upper
limbs. The independent variable was
humeral elevation. The dependent variables
were the scapular angles and the
glenohumeral elevation angles from which
the glenohumeral to scapulothoracic ratios
(gh:st) were calculated. Kinematic data were
collected using a magnetic tracking device

(Polhemus 3Space ® Fastrak, Colchester,
VT). This method has been previously
validated in adults (2). Based on the amount
of humeral elevation achieved, the children
were divided into 2 groups; group 1 able to
achieve up to 75° and group 2 able to
achieve greater than 75°. 75° was used since
clinically it was thought to be functional.
The degrees of excursion for GH elevation
and for the scapular variables during
elevation to 75° were compared between
groups and sides using a Repeated Measures
ANOVA. A one-way ANOVA was also
conducted between sides for children in
group 2 during elevation from 15°-135°.

RESULTS AND DISCUSSION
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Figure 1- Shoulder Variables
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Figure 1 shows the mean excursions for gh
elevation and all five scapular variables on
the involved and non-involved sides. The
results show that for gh elevation significant
differences for group (p<0.0001), side
(p<0.0001) and an interaction between
group and side (p<0.0001) were seen.
Significant differences were not found for
scapular upward rotation (UR) or clavicular
elevation, though the mean excursions for
both tended to be higher for the involved
sides of both groups. For scapular posterior
tilt there was a significant difference
between sides only (p<0.05). For scapular
external rotation there was a significant
difference between groups (p<0.05). Figure
2 shows on the involved sides the average
gh:st for the motion from 15°- 75° in group
1 was 0.3:1 and in group 2 was 1.6:1. For
the non-involved side the ratio for group 1
was 2.2:1 and for group 2, 1.9:1. The gh:st
between sides were not significantly
different for group 2 for elevation from 15°-
135°. The average gh:st ratio on the
involved side in group 2 was 1.5:1 and on
the non-involved side 1.81:1.

Two patterns of scapulohumeral motion
were seen among the children with BPBP. In
group 1, humeral elevation was limited to
less than 75° and greater scapular mobility
was noted to enhance elevation capabilities
of the affected limb. These children appear
to have reduced strength of the rotator cuff
muscles and hence are unable to move at
their glenohumeral joint appropriately. This
combination directly influenced scapular
motion as seen by decreased gh:st ratio. In
group 2, humeral elevation was greater than
75° and the scapular contribution to overall
motion was less resulting in a better gh:st
ratio that was even higher than previously
reported in children with typical
development (1). These children appear to
have better strength of the rotator cuff and
enhanced glenohumeral joint motion. EMG
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Figure 2-Mean GH:ST Ratios
SUMMARY/CONCLUSIONS

This study revealed differences in scapular
contribution to humeral elevation between
the involved and uninvolved upper limbs of
children with BPBP. Children with limited
humeral elevation (<75°) exhibited greater
contribution from the scapulothoracic joint
than the children with higher elevation.
They also demonstrate the feasibility of
using a magnetic tracking device to analyze
shoulder motion in children with BPBP
which could also be used for pre-operative
planning and post-operative evaluations to
study the efficacy of treatment.
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INTRODUCTION

Biarticular and multiarticular muscles are
known to possess unique biomechanical and
functional characteristics. The activation
patterns of multiarticular muscles in multi-
joint movements have been studied in the
past. These muscles are thought to function
as ‘nearly isometric structures’ transferring
mechanical energy from one joint to another
rather than doing substantial work them-
selves during certain movements. (Bobbert
and van Ingen Schenau 1988). However, the
theory of ‘isometric function of multi-
articular muscles’ is based on anatomical
and geometric considerations, indirect force
estimates and electro-myographic (EMG)
data. Direct experimental data supporting
isometric function in humans are scarce.

The Flexor Hallucis Longus (FHL), a multi-
articular muscle, is the major great toe
flexor. Originating from the distal third of
the fibula and traveling across the entire
length of the sole, FHL inserts on the base of
the distal phalanx of the great toe. The FHL
tendon crosses multiple joints along its path,
notably the ankle and the 1% metatarso-
phalangeal (MTP) joint. Neural drive to
FHL is maximal during the push-off phase
of the gait cycle. The dynamic coupling of
the 1 MTP and ankle joints becomes
apparent during the early push-off phase
when the former is dorsiflexing while the
latter is plantarflexing.

We hypothesized that the FHL muscle
operates isometrically during the gait cycle,
and that, the constant length that is
maintained is specific to each individual
foot.

METHODS

Using a custom-made robotic device, called
the robotic dynamic activity simulator
(RDAS), we created dynamic simulations of
the stance phase of walking gait in non-
embalmed human cadaver feet. The capacity
of RDAS to simulate walking has been
previously validated (Sharkey and Hamel,
1998; Hoskins, 2004). Kinematic data of the
proximal shank as measured in live subjects
during the stance phase of normal, unshod
walking, and EMG data (Perry et al., 1992),
scaled according to relative muscle cross-
sectional area, were used as input for the
simulations. Lower extremity specimens
with intact tendons were mounted in the
RDAS and were loaded under near
physiological conditions, i.e. peak vertical
ground reaction forces (GRF) of 500 N. A
set of three linear actuators was used to re-
create the pre-recorded kinematics of the
proximal shank. Another set of actuators,
linked to the musculo-tendinous junctions
via cables and cryogenic clamps,
simultaneously prescribed the muscle
activity (i.e. ‘target’ muscle force profiles
derived from the scaled EMG data). The
three components of the GRF, as well as
displacements and forces of the major
extrinsic tendons of the foot were
dynamically recorded over each simulation.

During initial trials, predetermined force
profiles for individual tendon units were
achieved using force feedback (FFB) control
while proximal tendon displacements were
recorded. In subsequent trials, FFB control
was used for all tendon units except the
FHL, which was controlled using
displacement feedback (DFB) with the



forces generated in the tendon being
monitored. Constant FHL lengths at
different positions were prescribed as input.
Successive trials were aimed at finding the
specific (i.e. ‘neutral’) position at which the
recorded FHL force profile matched its
‘target’ force profile as estimated from EMG
and anthropometric measures. Subsequently,
constant FHL positions 2, 4, 6 and 8 mm
proximal to the ‘neutral’ position were
prescribed in successive trials to monitor the
corresponding changes in the forces
generated in the FHL tendon (fig.1).

RESULTS AND DISCUSSION
The total excursion of the FHL tendon
during foot movements alone, without any
toe movement, is reported to be 27 mm
(Hintermann, 1994); however, we found it to
be 6-8 mm on an average, during walking
simulations under FFB control. The
recorded FHL force profiles under FFB
control were identical to the target profiles.
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Fig.1: Average FHL tendon force profiles
under different conditions.

Likewise, at the *neutral position” under
DFB control, the FHL force profiles were
comparable to the target force profiles. The
neutral position was found to be within the
middle of the FHL excursion range and was
specific for each specimen. Furthermore,
setting the FHL at constant positions located
2, 4, 6 and 8 mm proximal to the defined
neutral position produced dramatic and
proportional increments in the peak tendon
forces. These findings have potentially
interesting implications for the control of

locomotion. The central neural drive to FHL
possibly seeks to maintain a specific length
over the gait cycle and thus contributes to
the coupled dynamics between the ankle and
1 MTP joints. While central pattern
generators (Yamaguchi, 2004) seem to
regulate the reciprocal activation of the
proximal limb muscles during locomotion,
some distal muscles could likely be
controlled via length-servo mechanisms.
The FHL appears to be one such muscle.
The negative feedback provided by the
stretch reflex circuit (Matthews, 2004)
seems ideally suited for such control; and
has previously been postulated to be
involved in the control of limb impedance
(Granata, 2004). We suggest that
locomotion control might employ two
mechanisms: reciprocal muscle activations
via central pattern generators, and
impedance control via length-servo control.
This idea has potential implications for the
conditions of impaired stretch reflex
function, e.g. peripheral neuropathies.

CONCLUSION

FHL muscle can produce physiological
tendon forces during ambulation while
operating isometrically.
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INTRODUCTION

Slips have been recognized as a significant
cause of falls. Slip events occur when the
utilized friction exceeds the friction
available from the foot/floor interface and
can be influenced by both human and
environmental factors (Hanson et al. 1999).
The utilized coefficient of friction (COFu)
can be used to estimate the slip potential of
an individual. For example, a greater COFu
value is indicative of a higher friction
demand and an increased probability of a
slip event (Burnfield et al. 2005). As loading
characteristics have been reported to vary
when wearing shoes with different sole
hardness (McCaw et al. 2000), it is
reasonable to hypothesize that sole hardness
may have an impact on the COFu, and
therefore slip potential. The purpose of this
study was to determine the influence of
footwear sole hardness on COFu during
walking.

METHODS

Fifty six healthy adults (28 men and 28
women; mean age 27.7 + 3.4 yrs)
participated in this study. Ground reaction
forces were recorded at 1560 Hz using three
force platforms (AMTI, Watertown, MA) as
subjects walked at a self-selected fast
walking speed across a high-pressure
laminate floor. Full body kinematic data
were recorded at 120 Hz using an eight-
camera motion analysis system (Vicon

Motion Systems, Lake Forest, CA). Two
sets of Oxford style dress shoes with smooth
styrene butadiene rubber soles (Bates
Footwear Inc., Rockford, MI) that differed
only in outsole hardness were provided for
each subject. Data were obtained under two
footwear conditions: 1) soft sole (Shore
hardness 75A) and 2) hard sole (Shore
hardness 54D). Following all walking trials,
subjects were asked to provide a subjective
rating of perceived slipperiness by placing a
vertical mark along a 10 cm horizontal scale.

COFu was quantified as the ratio of the
resultant shear to vertical ground reaction
force throughout stance phase of gait. Peak
COFu during weight acceptance was
identified, as was the vertical and resultant
shear ground reaction forces at the time of
peak COFu. The horizontal acceleration of
the total body center of mass (COM) and the
heel marker was calculated 50 msec prior to
and immediately following initial contact.
Subjective perception of footwear
slipperiness was rated as a continuous
variable from 0 (not slippery) to 100 (very
slippery). Paired t-tests were used to
determine the influence of footwear sole
hardness on each of the variables of interest.

RESULTS AND DISCUSSION

Subjects perceived the hard soled shoes to
be more slippery than the soft soled shoes
(70.0 + 19.9 vs. 47.1 + 21.1; P < 0.001). On
average, the self-selected fast walking speed



while wearing the hard soled shoes was
slightly slower than when wearing the soft
soled shoes (1.90 + 0.16 m/sec vs.1.92 +
0.16 m/sec; P < 0.05). The peak COFu was
significantly lower when wearing hard soled
shoes compared to wearing soft soled shoes
(0.23 + 0.03 vs. 0.26 + 0.04, P < 0.001;
Table 1). The vertical ground reaction forces
at the time of peak COFu were not
significantly different between the two shoe
conditions. However, the resultant shear
forces were significantly lower when
wearing soft soled shoes compared to
wearing hard soled shoes (Table 1). In
addition, the total body COM acceleration
prior to and immediately following initial
contact was significantly lower when
wearing the hard soled shoes compared to
the soft soled shoes (Table 2). No
differences in heel accelerations were
observed (Table 2).

The finding of reduced peak COFu during
weight acceptance implies that for a given
surface, a slip would be less likely to occur
while wearing hard soled shoes when
compared to soft soled shoes. The lower
COFu while wearing the hard soled shoes
resulted from a decrease in the resultant
shear ground reaction force as differences in
the vertical forces were not observed. The
decreased resultant shear forces at the time
of peak COFu can be explained by the

decreased horizontal acceleration of the total
body COM prior to and immediately after
initial contact. Decreases in the horizontal
acceleration of total body COM while
wearing harder soled shoes suggests that
subjects may have employed behavioral
adaptations aimed at reducing COFu. Such
an adaptation appears to coincide with the
finding that subjects perceived the harder
soled shoes to be more “slippery”.

SUMMARY/CONCLUSIONS

Peak COFu was shown to be lower when
wearing hard soled shoes when compared to
wearing soft soled shoes. Our data also
suggest that the decrease in COFu may have
been a behavioral adaptation to wearing
shoes that are perceived to be more slippery.
Whether or not such behavioral adaptations
to wearing hard soled shoes would decrease
the potential for slip initiation needs to be
examined.
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Table 1. Peak COFu and ground reaction forces (Mean + SD)

Soft soled shoes Hard soled shoes P value
Peak COFu 0.26 + 0.04 0.23+0.03 <0.001
Vertical Forces (N) 651.02 + 189.46 661.97 + 199.39 0.705
Shear Forces (N) 168.51 + 49.10 152.21 + 48.36 0.016

Table 2. Horizontal accelerations of the total body COM and heel (Mean + SD)

Soft soled shoes Hard soled shoes P value

COM Acceleration before contact (m/sec?) 0.42 +0.73 0.20+0.74 0.002
COM Acceleration after contact (m/sec?) 0.73+1.24 0.43 +1.00 0.004
Heel Acceleration before contact (m/sec?) -48.04 + 7.56 -48.45 + 8.25 0.497
Heel Acceleration after contact (cm/sec?) -29.06 + 11.00 -29.79 + 10.35 0.362
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INTRODUCTION

Epidemiological studies of falls have shown
that most falls during some forms of
locomoation. Stair negotiation is among the
most challenging and hazardous locomotion
for older people. There are about 10% of fall
related deaths occurred on stairs (National
Safety Council, 1992). Stair decent has been
reported as a more challenge task during
stair negotiation for elderly (Tinetti et al.,
1988). Loss of balance and tripping are the
primary two reasons that causing fall on
stairs in the elderly. Therefore, a better
understanding on how stair negotiation
perturbs gait stability is critical to reducing
the incidence of falls among older people.

Gait stability could be assessed using the
motion of the whole body center of mass
(CoM) and its relative position to the center
of pressure (CoP) of the supporting foot. A
greater CoM-CoP separation was reported
during stair descent than stair ascent and
level walking in young adults (Zachazewski
et a., 1993). However, the coordination
between CoM and CoP during stair
negotiation is still unknown for elderly. A
recent study reported that instantaneous
CoM-CoP inclination angles could exclude
inter-subject variability and better detect gait
instability in the elderly (Lee and Choy,
2006). Elderly patients with balance
disorders demonstrated a significantly
greater medial CoM-CoP inclination angle
than healthy elderly adults.

In this study, sagittal and frontal plane CoM-
CoP inclination angles were assessed during
stair descent in healthy young and elderly
adults. It was hypothesized that elderly
adults would demonstrate a greater medial

inclination angle than young adults during
stair descent.

METHODS

Twelve healthy elderly adults, (4 males and
8 females; 72.2+ 3.8 years; 170.8 = 8 cm;
80+ 17.3 kg) and thirteen healthy young
subjects (6 maesand 7 females; 21 + 2.4
years; 170.8 + 10 cm; 72.8 £ 10 kg) were
recruited for this study. Subjects were
instructed to perform stair descent at a self-
selected pace while barefoot.

The stair apparatus was composed of three
individual steps. Each step had araise of 7"’
and atread of 12'’. A force plate was
mounted onthe first two steps. The third
step included a three- meter extended
wakway. The extended walkway allowed
subjects reaching steady pace before
stepping downstairs. The other two force
plates were embedded in series on the level
ground and aligned to the first step. This
design allowed kinetic data collection during
the stair descent phase and the transition
phase to the level ground. A complete gait
stride was examined for each of the phases.
Whole body motionanalysis was performed
with an 8-camera motion analysis system
(Motion Analysis Corp., Santa Rosa, CA).
Twenty-nine reflective markers were placed
on bony landmarks of each subject. Three-
dimensional marker trajectory data were
collected at 60 Hz. Whole body CoM
position data was calculated as the weighted
sum of each body segment, with 13
segments representing the whole body. The
CoP position was calculated from the
ground reaction forces/moments collected
from four force platforms (AMTI,
Watertown, MA) at 960 Hz.



Instantaneous inclinationangles in the
sagittal and frontal planes were defined by
the linkage between CoP and CoM, and the
vertical line. Effects of subject group on
peak sagittal and frontal plane CoM-CoP
inclination angles were assessed using a one
factor ANOVA analysis with the
significance level at 0.05.

RESULTS AND DISCUSSION

Peak anterior and medialinclination angles
occurred right before swing limb heel strike.
Peak posterior inclination angles occurred
right after swing limb toe off.

Peak medial inclination angles
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Figure 1: SD indicates steady state stair
descent phase. Transition indicates transition
phase from steps to level ground.

There were no significant group differences
on the gait velocity, step width, peak
anterior and posterior CoM-CoP inclination
angles during both the stair descent and
transition phases (Table 1). However,
elderly adults demonstrated a significantly
greater peak medial CoM-CoP angle and
shorter stride length than young adults
during transition phase (Figure 1).

Results of thisstudy indicated that,
compared to young adults, gait stability of
the elderly was perturbed more significantly
during the stair-level ground transition
phase. Previous study (Lee and Chou, 2005)
showed that both healthy elderly and young
adults had similar medial inclination angles
(~4°) during level walking. Stair descent
resulted in a greater medial inclination (~ 5°)
than level walking for both groups. Young
subjects were able to adjust the medial
inclination angle back to its normal
magnitude during the transition to level
ground walking. However, during this
transition phase, the frontal plane stability of
elderly adults was found to be further
perturbed.

SUMMARY/CONCLUSIONS

The geater medial CoM-CoP inclination
angle observed in elderly adults may
indicate their deficiency in balance control
which could result in a higher risk of
accidental falls than young adults during the
transition phase of stair descent.

REFERENCES

Fdlsin the home and community, (1992)
National Safety Council

Tinetti, M.E. et a., (1988).
N Engl J Med, 319, 1071-9.

Zachazewski, J.E. et al., (1993)
J Rehabil Res Dev, 30, 412-22

Lee, H.J,, Chou, L.S. (2005)
Proceedings of 1SB’ 05

Lee, H.J,, Chou, L.S. (2006, in press)
Archives of PM&R

Table 1: CoM-CoP inclination angles and temporal gait measurements, group means (SD)

Stair descent phase Steady state descent Transition (steps-level ground)
Healthy elderly Healthy young Healthy elderly Healthy young

Peak medial angles (Deg.) 5.2(1.1) 4.8(1.0) 5.0 (1.1)* 4.1 (0.6)*
Peak anterior angles (Deg.) 7.0(1.1) 6.6 (1.3) 125 (3.0 13.4 (2.9
Peak posterior angles (Deg.) 5.5(1.6) 5.0(1.2) 7.0(1.6) 5.9(1.8)
Gait velocity (m/s) 0.6 (0.2) 0.7 (0.1) 0.7 (0.1) 0.8(0.1)
Stride length (cm) 76.0(9.0) 78.1(6.3) 104.7 (15.0)* 112.0(11.4)*
Step width (cm) 10.5 (4.0) 11.5(3.5 9.1(3.8) 9.8(3.4)

* Significant group difference, p<0.05
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INTRODUCTION

Falls are a major cause of injury and death
in adults aged 65+. On average, 5070 older
adults are treated every day for a fall-related
injury and approximately 37 die every day
from a fall-related injury (CDC 2004).

Numerous exercise interventions have been
proposed to help prevent falls in older adults
(Lord 1995). However, the most effective
type, intensity, frequency, and duration of
exercise in preventing falls has yet to be
identified (Tinetti 2003). An alternative
intervention to help prevent falls may be to
take advantage of motor learning principles
by allowing individuals to practice
movements directly related to fall
prevention in a safe, controlled setting. The
goal of this study was to evaluate the
feasibility of trip recovery training as a fall
prevention intervention.

METHODS

Twelve healthy community-dwelling older
adults (mean 73.3 £ 6.1 years) participated
in the study. The experiment employed a
two-group pretest-posttest design.
Participants were randomly assigned to
either an experimental group or control
group while keeping an equal number of
males and females in each group. Each
group performed one trip before (Trip 1) and
one trip after (Trip 2) an intervention.

While in a safety harness, participants
walked at a self-selected pace along a
walkway and were informed that a trip may

occur. After a minimum of 20 walking
trials, a three-inch high pneumatically-
driven obstacle in the floor was triggered to
elicit a trip which rose in approximately 160
ms from time of activation.

After Trip 1, the experimental group
performed trip recovery training on a
modified treadmill. Once activated, the
treadmill accelerated to 2.0 mph in ~190 ms.
Subjects were instructed to step over an
obstacle and recover their balance. Twenty
trials were performed. The control group
walked on the treadmill at 2.0 mph for 15
minutes (the approximate time it took to
complete the trip recovery training). After
the interventions, both the control and
experimental groups were tripped again
while walking along the walkway after a
minimum of 20 walking trials.

Whole body kinematics, ground reaction
forces, and forces applied to the harness
were recorded during randomly selected
walking trials as well as during Trip 1 and
Trip 2. Trip recovery performance was
quantified using several measures derived
from the kinematic data. Measures included
the maximum trunk flexion, maximum trunk
angular velocity, minimum hip height, as
well as the time to maximum trunk flexion
and maximum trunk angular velocity.

To determine the effect of the trip recovery
training on trip recovery performance,
difference values were calculated between
the two trips (Trip 2 - Trip 1), and a t-test
was performed between the two groups.



RESULTS AND DISCUSSION

Nine of 11 participants successfully
recovered their balance after both trips, one
participant failed only after Trip 1, and one
participant failed after both trips.

Several measures of trip recovery
performance exhibited changes from Trip 1
to Trip 2 that were consistent with greater
improvements in the experimental group
compared to the control group. Maximum
trunk flexion and time to maximum trunk
flexion decreased significantly from Trip 1
to Trip 2 in the experimental group, while
minimum hip height increased significantly
from Trip 1 to Trip 2 in the experimental
group (p<0.05) (Figure 1). No other
variables of trip recovery performance were
different between groups.

SUMMARY/CONCLUSIONS

Overall, the results suggested beneficial
effects of trip recovery training on actual
trip recovery. The trip training showed a
decrease in maximum trunk flexion and
arresting the forward rotation of the trunk
has been shown to be a key factor in
successfully recovering from a trip
(Grabiner 1993). The beneficial effects of
trip recovery training may be due to changes
in “neural factors” elicited by motor
learning. Trip recovery training may allow
modification of muscle activation levels and
muscle activation sequences to occur via
motor learning to improve balance recovery.

In conclusion, trip recovery training on a
treadmill had beneficial effects on recovery
from an actual trip. Future studies should
further examine the ability to retain
improvements in trip recovery performance
over extended periods without training or
non-exposure to a trip, and optimize the
training to maximize the beneficial effects.
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Figure 1: Mean participant data. Error
bars represent standard deviation and the
star indicates significant difference.
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INTRODUCTION

Subtle kinematic, kinetic, and
electromyography (EMG) asymmetries have
been well documented in able-bodied gait,
yet the causes of these asymmetries remain
unclear (Sadeghi et al. 2000). One
prominent theory is that these bilateral
discrepancies represent what are commonly
referred to as functional asymmetries.
Functional asymmetry has been defined as
the consistent task discrepancy between the
non-dominant (ND) and dominant (D) lower
limbs (Sadgehi et al. 2000). It is purported
that the ND limb is primarily responsible for
providing support (vertical acceleration of
the center of mass), while the D limb is
primarily responsible for propulsion
(forward acceleration of the center of mass).
Preliminary evidence suggests that gait
asymmetries may also be speed-dependent
(Goble et al. 2003).

Some studies have provided provisional
support for the hypothesis of functional
asymmetry, yet many of these studies
contain important limitations. As part of a
larger effort to evaluate kinematic, kinetic,
and EMG asymmetries, we report here on
asymmetries in impulses due to the vertical
and anterior-posterior (AP) ground reaction
forces (GRF) during gait. It was
hypothesized that if functional asymmetry is
a reasonable explanation for able-bodied
gait asymmetries, then: 1) impulses due to
the VGRF (V) would be greater for the ND
limb, and 2) impulses due to the propulsive
portion of the APGRF (P) would be greater
for the D limb. Also, it was expected that
there would be no speed effect on V

impulses (due to the constancy of the
gravitational force), but that P impulses
would increase with speed
disproportionately on the D side.

METHODS

Two force platforms were used to measure
bilateral GRF during simultaneous gait
cycles in 20 young adults walking at three
different speeds: preferred, slow (20%
slower than preferred), and fast (20% faster
than preferred). Five satisfactory trials were
recorded at each speed. Trials were time
normalized to the gait cycle, normalized to
body weight, and then ensemble averaged
for each limb, for each speed. V impulse
was calculated as the time integral of the
normalized VGRF during stance. P impulse
was calculated as the time integral of the
normalized APGRF, while the APGRF was
directed in the anterior direction
(approximately the second half of stance).

A repeated measures ANOVA (p = 0.05)
was utilized to detect effects of limb and
walking speed on the dependent variables.
Bonferroni adjusted post hoc analyses were
performed to detect bilateral differences at
each walking speed.

RESULTS AND DISCUSSION

There was no significant main effect of limb
for V impulse (p = 0.219), but there was a
significant limb x speed interaction (p <
0.001). Post hoc analyses revealed no
significant bilateral differences at the slow
(p = 0.334) or preferred (p = 0.523) speeds.
However, V impulse was 2% greater in the



ND limb (p = 0.009) at the fast speed
(Figure 1). Similarly, there was no
significant main effect of limb for P impulse
(p = 0.753), but there was a significant limb
x speed interaction (p = 0.001). However,
there were no significant bilateral
differences at the slow (p = 0.212), preferred
(p = 0.675), or fast (p = 0.130) walking
speeds (Figure 1).

The lack of a bilateral difference in V or P
impulses at the slow and preferred speeds
does not support the hypothesis of functional
asymmetry as an explanation for able-
bodied gait asymmetries. However, results
at the fast walking speed offered modest
support for functional asymmetry. As
predicted, V impulses were greater for the
ND limb at the fast speed, and there was
also a trend towards greater P impulses for
the D limb at the fast speed. Perhaps, if
subjects had been required to walk faster,
still larger bilateral differences may have
been observed. However, given the results
obtained at the preferred and slow speeds,
present support for the concept of functional
asymmetry as a general phenomenon is
weak at best.
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The absence of a limb effect at the preferred
speed indicates that the gross kinetics of
able-bodied gait are generally symmetrical.
This supports the assumption of symmetry
that is often made in studies of able-bodied
gait. However, this does not guarantee that
joint kinetics or neuromuscular patterns will
be symmetrical.

SUMMARY/CONCLUSIONS

The present results, based on impulses
generated against the ground, do not support
functional asymmetry as a valid explanation
for able-bodied gait asymmetries, while
walking at or below a preferred speed.
Future efforts to clarify this issue should
consider joint kinematics, joint Kinetics, and
EMG data, and more closely examine the
issue of walking at speeds greater than
preferred.
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Figure 1: Mean impulses due to the VGRF and APGRF for non-dominant and dominant limbs
during gait at three different walking speeds; ordinate values are reported as the product of force
(N/body weight) and time (% of the gait cycle); the asterisk indicates statistical significance.
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INTRODUCTION

Forward dynamic simulation is emerging as
a tool to characterize muscle function in
normal walking [Neptune, 2001; Zajac,
2002] and to investigate the underlying
causes of walking disorders [Goldberg,
2004; Riley and Kerrigan, 1998]. The
predictions of forward dynamic models
sometimes challenge commonly held views
of muscle action [Zajac and Gordon, 1989].
For example, a model of swing phase
predicts that the biarticular rectus femoris
accelerates the hip into extension [Piazza
and Delp, 1996]. However, such predictions
have not been experimentally tested in-vivo.
In this study, we introduce an experimental
setup and methodology that can be used to
measure the sagittal joint motion and torques
induced by electrical stimulation of lower
extremity muscles.

METHODS

The subject is positioned side lying with
his/her pelvis strapped to a padded brace
(Fig. 1). Air bearing supports under the
thigh and shank allow the limb to slide over
a smooth table with negligible friction.
Adjustable length bars, fixed to the table
edge, hold the extremity in desired
configurations. These bars are fitted with
load cells for measurement of external
forces. In a compliant mode, springs are
connected between the load cells and the air
bearing supports to allow leg motion (Fig.
2). A fixed-leg mode is also being
developed for computation of the joint

torques applied by the muscles in a fixed leg
configuration. In this mode, the springs are
removed and the bars are extended to attach
directly to the air bearing supports.

Figure 1: Experimental setup for the compliant
mode in which springs are used to hold the limb in a
desired equilibrium position prior to stimulation.

adjustable length bar /ﬂ"/:
'P Te / ) "y g‘-
- ‘) o —
load cell '
s .. air bearing support
Figure 2: Adjustable length bars have load cells at
their ends and can be either fitted a spring for
compliant operation (as shown) or extended and
attached directly to the air bearing leg supports.

Markers on each load cell indicate the direction of
external forces.

Lower limb position is tracked via 17
reflective markers placed on the pelvis,
thigh, shank, and foot. Soft tissue artifacts
are minimized by placing the tracking
markers of a segment (shank or thigh) on a



rigid plate. Inverse kinematics and
dynamics are used to compute lower
extremity joint angles and torques
from the measured data.

Electrical stimulation of muscles is
introduced by fine wires inserted directly
into the muscle(s) of interest. A two
channel muscle stimulator (Grass S88)
delivers current-controlled pulse trains.
Short duration trains (<100 ms trains of 300
us pulses at 33 Hz) are used to avoid
confounding the stimulus with potential
reflex actions. EMG signals on the
stimulated and neighboring muscles are
simultaneously collected to assess potential
stimulation crossover.

RESULTS AND DISCUSSION

Our experimental setup has proven
successful to collect motion data induced by
short duration electrical stimulation of lower
extremity muscles. For example, a 60 ms
pulse train applied to vastus medialis
produced 4.5° of knee extension and 0.5° of
hip extension 100 ms after cessation of the
stimulating pulse train (Fig. 3).
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Figure 3: Hip and knee flexion angle as a function
of time for stimulation of the vastus medialis with a
60 ms pulse train at t=0.27 s. Both the knee and hip
extend in the 100 ms window following the train.

We are currently using the setup to
characterize the function of the rectus
femoris (RF) and vastus medialis (VM) at
five postures seen during the swing phase of
gait (60%, 70%, 80%, 90% and 100% of the
gait cycle). Based on a forward dynamic
model of our experimental task, our first
hypothesis is that RF generates hip
extension motion at a limb posture seen
during early swing. This function, which
would be opposite to RF’s common
anatomical classification as a hip flexor, was
predicted by Piazza and Delp [1996] using a
muscle-actuated simulation. Our second
hypothesis is that the effects of stimulating
the RF and VM simultaneously will be the
sum of their independent effects. This
superposition principle is inherently
assumed in almost all forward dynamic
models of movement.

SUMMARY/CONCLUSIONS

A new setup and methodology has been
demonstrated for measuring muscle-induced
motion and forces in the lower extremity.
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INTRODUCTION

The thumb plays a critical role in hand
function because of its unique anatomy and
numerous associated muscles. Previous
studies of thumb biomechanics have
examined the moment arms and associated
torques about joints (Smutz et al., 1998),
thumb tip force (Pearlman et al., 2004), and
muscle activation patterns (Kaufman et al.,
1999). The relationship between thumb
joint kinematics and individual muscles
remains relatively unclear. The purpose of
this study was to investigate the thumb
motion produced by individual extrinsic
thumb muscles.

METHODS

Six fresh-frozen cadaveric arms were used
in this experiment. The specimens were
prepared by minimal dissection to expose
the musculotendinous junctions of the flexor
pollicis longus (FPL), abductor pollicis
longus (APL), extensor pollicis brevis (EPB),
and extensor pollicis longus (EPL). A
baseball suture was created at each junction
to allow for tendon loading. The specimens
were then rigidly mounted on a custom
apparatus in neutral forearm position, with
the palm vertical to the table and all finger
joints fully extended. T-shaped plates with
5 mm diameter reflective markers were
attached on the thumb and hand to establish
coordinate frames (Figure 1). Before each
trial, the thumb was passively moved for 15s
and then placed in a position with minimal

resistance to motion (i.e. resting posture).
The muscles were individually loaded to
10% of their maximal force capability
(Brand et al., 1981) over 10s. The force was
applied manually and monitored by a force
transducer that interfaced with a customized
LabVIEW (National Instruments, Austin,
TX) program. Thumb motion was recorded
using a motion analysis system (VICON 460,
Oxford, UK) at a frequency of 100 Hz. Euler
angles were calculated to quantify flexion/
extension, abduction/adduction, and axial
rotation at the carpometacarpal (CMC),
metacarpophalangeal (MCP), and
interphalangeal (IP) joints.

Figure 1: A specimen mounted in the
custom fixation apparatus for muscle/tendon
loading and motion recording

RESULTS

Each extrinsic muscle produced unique
angular trajectories at each joint and
generated joint movements in multiple
directions. For example, the APL loading
caused extension, adduction, and supination
at the CMC joint (Figure 2). Ranges of
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motion (ROM) for each joint in all
directions produced by individual muscles
are presented in Table 1. The FPL mainly
flexed the MCP and IP joints by 12.1° and
31.8°, respectively. The APL mainly moved
the CMC joint by a range of 34.5° extension
and 36.3° supination. The EPB produced
19.4° CMC joint extension and 19.0° MCP
joint extension, as well as minimal IP
extension. The EPL extended all three joints
and also produced 16.8° adduction at the
CMC joint. Both EPB and EPL rotated the
CMC joint with supination of 20.8° and
22.1°, respectively.
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Figure 2. Angular trajectories of the CMC
joint generated by APL loading. Positive
directions are for extension, abduction, and
pronation.
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DISSCUSSION

Our study examined the complex motion of
thumb joints produced by each extrinsic
muscle. Each muscle produced joint
movements in multiple directions. Joint
motion did not necessarily correspond to the
anatomically implied function of the
actuating muscle. For example, the APL
mainly generated extension and supination
at the CMC joint, and hardly produced joint
abduction. Our data provide novel insight
into the biomechanical roles of thumb
muscles.
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Table 1. Average joint positions and ranges of motion (degrees) produced by individual muscles.

CMC MCP IP
Tendon S E ROM S E ROM S E ROM
EX 6.5 4.8 -1.8| -27.8] -39.9 -12.1| -20.0| -51.9 -31.8
EPL AB 24.2 23.7 -05 04 -1.3 -1.7 -0.5 3.3 3.8
PR 8.0 9.8 1.8 14 1.3 -0.1 3.9 8.3 44
EX 6.3 40.9 345| -286| -335 -49| -165] -20.9 -4.5
APL AB 25.0 20.7 -4.4 0.5 0.0 -0.5 -0.4 2.3 2.7
PR 79| -284 -36.3 1.7 3.0 1.3 1.0 1.2 0.3
EX 5.8 25.2 194 -17.2 1.7 19.0| -125 -8.1 45
EPB AB 24.0 22.6 -1.4 0.2 -1.9 -2.1 -0.9 -1.1 -0.2
PR 78| -13.0 -20.8 3.0 3.5 0.5 2.2 3.0 0.9
EX 6.4 26.8 204 -21.1 -1.2 19.9 -9.3 8.9 18.2
EPL AB 21.3 44 -16.8 -20] -11.6 -9.6 -1.8 -4.2 -2.3
PR 57| -165 -22.1 -1.6 -3.7 -2.1 2.0 -1.7 -3.6

Note: S: starting position; E: ending position at the target load; ROM (range of motion) = E - S.
Positive angles indicate extension (EX), abduction (AB), and pronation (PR).
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INTRODUCTION

Femoral head osteonecrosis (ON) is a
disease in which fracture of abnormal bone
in the femoral head causes collapse of head
contour and subsequent hip joint
degeneration. Histologic analysis is the
most definitive method of diagnosing
osteonecrosis. However, because
mechanical collapse occurs at a macroscopic
level and is contingent upon the geometric
and spatial characteristics of the necrotic
lesion, purely histologic determination of the
presence of ON is insufficient to draw
meaningful conclusions about the true
severity of ON.

The outcome of ON is dependent on the
size, shape, and orientation of the necrotic
lesion within the femoral head (Nishii,
2002). To determine the severity of the
necrotic lesions created in the developing
emu model of ON, geometric and spatial
information about the histologically
determined lesions is critical. Making use of
three-dimensional paraffin histology
methods, geometric information was
determined for cryoinsult induced
osteonecrotic lesions in the emu femoral
head.

METHODS

Cryoinsult parameters of freeze time, freeze
temperature, and number of freeze cycles
were varied in an experimental surgical
series in a group of adult emus. Following a
one-week survival time, the emus were
euthanized, and the proximal femora were
harvested and fixed in formalin. Two

fiducial holes were drilled through the
femoral neck and marked with dowels of
potato. The femoral heads were then
embedded in paraffin and serially sectioned
through the entire thickness of the femoral
head.

Sections were
scanned into sub-
regions on a stepper-
motor-driven
microscope stage
and analyzed -
individually for &

percentage Figure 1: Rendering of
osteocyte viability.  3-dimensional histologic
Less than 50% data on an emu femur.
osteocyte viability

was used to define ON. Once all slides in a
given head were analyzed, they were

stacked in the third dimension, aligned by

the potato fiducial markers and saved into a
three-dimensional data array in Matlab
(Figure 1) (Goetz, 2005).

The necrotic sub-regions were isolated from
the 3D data set and scaled to millimeters,
making use of the known size of slice
spacing and scan area. To determine the
geometric properties of the necrotic lesion,
the three-dimensional data were rotated to a
coordinate system defined with the x-axis
aligned along the major axis of the necrotic
lesion.

Moments of inertia were calculated about
the x, y, and z-axes of the lesion-based
coordinate system. A second order



polynomial curve was fit to representative
two-dimensional slices of the lesion
boundary and rotated to enclose a smooth,
idealized lesion volume (Figures 2&3). The
volume enclosed in this idealized lesion is
calculated by the disk method of integration.
Volume is then compared to a standard head
volume for the emu femoral head, and the
maximum radius of the lesion is calculated.
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Figure 2: (Left) Necrotic lesion rotated to a
lesion based coordinate system. (Right)
Lesion boundary (red=top; blue=mirror of
bottom) and associated polynomial fits.

RESULTS AND DISCUSSION

The moments of inertia for lesions created
by different cryoinsult parameters were
similar around the minor axes (in the lesion
based coordinate system), indicating some
lesion symmetry. This is to be expected
because the cryoprobe used to deliver the
insult is cylindrical in shape and freezes
around its entire circumference.

Minor

Major

The lesion volumes calculated for the
different freeze parameters ranged up to
~40% of the entire femoral head volume.
This is a relevant volume for osteonecrotic
lesions. To replicate human cases of ON
when lesions can be larger than 40% of the

Necrotic Percentage of Femoral Head

femoral head volume, variations in more
than one freeze parameter can be made to
increase the size of the lesion.

Maximum radii of the lesions induced in the
femoral head extend beyond the 4mm drill
tract made for cryoprobe insertion (up to
~8mm). Lesion diameters indicate that the
necrotic lesions being developed are due to
the freezing process, and are not simply
collateral damage from the creation of the
cryoprobe drill tract.

CONCLUSIONS

In the laboratory setting, detailed multi-scale
3-D geometric information about
experimentally induced osteonecrotic
lesions can be gathered from histology-
based mappings. This method allows for a
definitive assessment of functional severity
of osteonecrosis based on collapse-
predisposing macroscopic biomechanical
characteristics of the microscopically
defined lesion.
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INTRODUCTION

Stop and go tasks are involved in the
majority of non contact anterior cruciate
ligament (ACL) injuries (Arendt and Dick,
1995; Boden, et al., 2000; Gwinn, 2000).
Moreover, muscle fatigue can result in
noticeable affects on the mechanics of
complex motor skills such as walking,
running, and jumping (Johnston, et al, 1998;
Pinniger, et al., 2000; Rodacki, et al., 2001).
However, there is limited literature on the
effects of fatigue on the mechanics of
landing and cutting tasks (e.g. Chappell, et
al., 2005; McNitt-Gray, et al, 1996; Nyland,
et al., 1997; Nyland, et al., 1994). Results
from these studies suggest that with fatigue,
onset of muscle activation is delayed, max
knee flexion is decreased, and shear forces
are increased (Chappell, et al., 2005;
Nyland, et al., 1994).

Considering the link between ACL injuries
and stop and go tasks (Arendt and Dick,
1995; Boden, et al., 2000; Gwinn, 2000) and
the increased risk for non contact ACL
injuries in female athletes (Arendt and Dick,
1995; Delfico and Garrett, 1998; Traina and
Bromberg, 1997) it seems that further
research is warranted on the effects of
fatigue on landing mechanics in male and
female athletes. The purpose of this study
was to examine joint kinematics in
competitive athletes performing stop and go
landing tasks in a fatigued state
representative of game conditions.

METHODS

Twenty healthy collegiate athletes
participated in this study after giving their

written informed consent. The testing
session involved a warm-up, pre-fatigue
testing, a fatiguing protocol, and post-
fatigue testing. The stop and go task
analyzed during pre and post fatigue testing
was a 45 degree cut performed off the
subject’s preferred leg after landing from a
0.5 m high box.

The fatigue protocol consisted of a 10
minute progressive incline treadmill run
immediately followed by a 10 by 12 foot
footwork pattern of forward, backward and
side ways steps with two vertical jumps. The
pattern was repeated until 1) lap time slowed
to 150% or 2) completion of 10 laps and
inability to achieve maximum jump height.

Ground reaction forces (GRF) were
measured with two force plates. Two high
speed digital cameras captured the motion of
the preferred leg during the 45 degree cut.
Three dimensional coordinates of marker
arrays were computed and 3D kinematics
were calculated of the cutting leg. Subjects
completed 3 vertical jumps between each
post trial to maintain fatigue. This paper
will focus only on the lower extremity
kinematics, as the GRF data has been
reported elsewhere. To date, data of 7 men
and 7 women are included in the analysis.
Data were analyzed with a two way repeated
measures ANOVA at o= 0.05.

RESULTS AND DISCUSSION

The only significant effect from the
fatiguing protocol was an increase in time to
max knee flexion (p=0.03), which supports
findings from previous studies (Nyland, et



al., 1997). There were no significant
changes in ankle or knee angles at contact or
in knee range of motion, as has been
previously reported (Nyland, et al, 1997;
Chappell, et al., 2005). The lack of change
in ankle & knee angles with fatigue may be
due to the dual emphasis on cardiovascular
and muscular fatigue, as compared to studies
which focused more on lower extremity
muscular fatigue, or the use of competitive
athletes versus recreational athletes.

Several male female differences were
observed in lower extremity mechanics
(Figure 1). At contact, the female athletes
were in a position of greater knee flexion
and less ankle inversion (p<0.002). During
the landing phase, the female athletes
exhibited less dorsiflexion in their ankle and
more valgus in their knee. The increased
valgus of the knee for the female athletes is
similar to other findings reported in the
literature; though the female athletes did not
exhibited less knee flexion ROM as has also
been reported (Malinzak, et al, 2001). This
could be due to the use of competitive
collegiate athletes who may be stronger or
more powerful than recreational athletes or
pre adolescent & adolescent athletes, who
are commonly studied (Milinzak, et al.,
2001; Chappell, et al., 2002, 2005).
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Figure 1. Kinematic variables with
significant difference between male and
females.

CONCLUSIONS

The collegiate female athletes had increased
knee valgus as compared to the male
athletes but did not demonstrate decreased
knee flexion. Time to max knee flexion was
slower in the fatigued state. Combining
these results with previous reported results
of changes in GRFs and joint kinetics, future
research investigating the relationship
between lower extremity mechanics, fatigue,
and injury incidence appear to be warranted.
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INTRODUCTION

The transition between cyclical gait and
non-cyclical stepping has been well studied
during the initiation and termination phases
of the gait cycle (Breniere, and Do, 1991;
Nissan and Whittle 1990). Progression
velocity and step frequency during the
initiation, rhythmic, and termination phases
of gait have been used to establish the step
at which a transition to or from nominal gait
occurs (Sparrow and Tirosh, 2005).
Research has not focused on the similar
transitions in stepping behavior during
manual material handling (MMH) tasks.

Statistical process control (SPC) is
traditionally associated with monitoring a
manufacturing process for unusual causes of
variation (i.e. equipment malfunction). A
control chart, a primary technique of SPC, is
a method for identifying a deviation in the
process from a sample of parts produced by
the process (Montgomery et al. 2001). A
method for applying a Shewhart control
chart to monitor stride velocity during a
MMH pickup transfer task and identify at
which step a deviation from nominal gait
occurs is presented.

METHODS

Whole-body motion data were gathered with
a six-camera Qualisys Proreflex 240-MCU
optical based motion tracking system
sampled at 50 Hz in the Human Motion
Simulation (HUMOSIM) laboratory at the
University of Michigan. Ground contact
times for each heel and toe were captured at
500 Hz with footswitch signals. Participants

were instructed to move a load with two
hands between two shelves with a 45-degree
delivery angle (Figure 1). Shelf height was
scaled to 0.53 times participant stature. Data
were obtained from 7 male and 8 female
participants between the ages of 20 and 30.
The protocol was approved by an
institutional review board and all subjects
provided written, informed consent.
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Figure 1: Schematic of MMH transfer task
and selected spatial gait parameters.

Spatiotemporal parameters of step length,
stride length, step width, foot angle,
instantaneous velocity of progression, and
step frequency were computed for each trial
(Figure 1). The gait parameters for a
nominal stride were calculated for each trial
between the first and third heel contact step
events after the trial began (Brienere and
Do, 1991). Results for stride velocity are
presented here. Stride velocity is defined as
the stride length divided by the elapsed time
between consecutive ipsilateral heel strikes.

A Shewhart chart was constructed for
monitoring instantaneous stride velocity at



each step throughout a trial. The center line
(CL) was calculated as the average nominal
gait stride velocity across trials for each
participant. Upper and lower control limits
(UCL and LCL) were calculated as the CL
+/- 30 respectively, where o is defined from
published intra-subject coefficient of
variation (CV) values (Beauchet et al.,
2005). The transition from the nominal gait
cycle is defined when stride velocity for a
particular step is outside the range defined
by the LCL and UCL.

RESULTS AND DISCUSSION

Descriptive statistics for stride length and
stride velocity (mean +/- standard deviation)
are presented for all the observed trials. The
stride length (137.4 +/- 13.6 cm) and stride
velocity (118.5 +/- 12.6 cm/s) were
computed for fifteen participants and are
consistent with the nominal values published
by Beauchet et al, 2005.

A representative control chart for the stride
velocity of one trial (subject 10) is presented
(Figure 2). Steps 1 and 2 are initialized
from the stationary posture. Nominal gait
stride velocity is reached by the 5™ step and
consistent with nominal gait until the step
after the load is lifted. Trials were excluded
if the stride velocity for a nominal gait cycle
was not achieved. Thirty-one trials were
analyzed. In 77% (90%) of the trials once a
nominal gait velocity was achieved, it was
maintained until the step (two steps) prior to
when load pickup occurred.

The use of statistical quality control as a
measure for defining the transition between
cyclical gait and non-gait stepping behaviors

has shown promise. However, knowledge
of nominal means and variances of gait
parameters are crucial to defining accurate
control charts. A limitation of the work
presented here is that population CVs were
used to define the control limits. The use of
subject specific variations would improve
transition detection by increasing the
sensitivity of the control charts over the ones
presented here. Identifying transitions
between nominal gait and other stepping
behaviors during gait initiation, gait
termination, turning, stepping over
obstacles, and climbing stairs are just a few
of the possible applications of this approach.
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INTRODUCTION

Change in fascicle length and pennation
angle can be reliably measured with
ultrasound in-vivo.[1,2] However these
measures might not represent changes across
the “whole” muscle.[3] We present a
measure of the gastrocnemius (GAST)
aponeurosis angle (0), defined as the angle
between the superficial and deep
aponeurosis of the GAST, which may better
represent length changes across the whole
muscle opposed to more local changes
represented by fascicle length (FL) changes
(Figure 1). The purpose of this study was
to detect the sensitivity between FL and 0,
during two-joint movements

METHODS

Twenty subjects were seated on a Biodex
(Biodex Inc., Shirley NY) with their legs
positioned in a custom-made foot/ankle
apparatus, controlled by a linear actuator
(Ultramotion, Inc, Mattituck, NY), that
passively and simultaneously extended knee
and plantar flexed the ankle. A 7.5 MHz
ultrasound linear transducer (SonoSite,
Bothell, WA) imaged the mid-third of the
GAST in the longitudinal plane. The
transducer array was set in a jig, attached to
the Biodex arm, and held in place with an
elastic wrap to maintain image planes-of-site
of GAST targets during data acquisition.[1]
As the knee was passively extended (60°-20°
at 2 °/s) the ankle rotated (0°-5.2° at 0.26°/s)

Figure 1 Ultrasound i image of FL and 0.

medial GAST elongation or rotated (0°-13.0°
at 0.65 °/s) for lateral GAST shortening.[4]
Off-line ultrasound measures of FL and 0,
were acquired every 10° of knee extension,
and included FL and 0. Commercial
software enabled calculation of muscle
fascicle length (Carnoy. Schols, P. &E.
Smets.2001) and O (Photoshop8, Adobe,
Seattle, WA) (Figure 1). Separate repeated
measures ANOVA were used to determine
differences between elongation of the
medial GAST and shortening of the lateral
GAST for every 10° of knee extension. We
calculated the minimal detectable difference
(MDD= (X, - X, ) + 1.96 * SEM) between
every 10° of knee extension for FL and 0,
and determined an overall MDD average. A
linear regression line was fit on each
muscle’s measure (FL, 0) to represent the
rate of change (slope) per degree of knee
extension. Average MDD for each measure
was divided by slope to give the minimally
detectable  knee extension (MDKE)
necessary to observe changes in FL or 0
using ultrasound.



RESULTS AND DISCUSSION

As expected, there was a significant
interaction (p<0.001) between the two
conditions at all knee angles for both FL and
0.  Post-hoc  analysis  demonstrated
significant differences among elongation
and shortening of the medial and lateral

GAST (Figure 2).
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Figure 2: FElongation (A; -1 SD) and

Shortening (m; + 1 SD) of FL (top) and 0
(bottom), plotted versus knee angle.
* Significant differences (p<0.05) between
the muscles at different knee angles.

MDD for every 10° of knee extension,
average MDD, slope and MDKE of muscle
change for both measures are presented in
(Table 1). These data suggest that both FL
and 0 are equally capable of detecting
changes in the lateral GAST muscle during
shortening. However, when using 0 there
needs to be a two-fold increase in extension

prior to reliably detecting changes in medial
GAST length. While ® may or may not be
more representative of whole muscle
changes it does not demonstrate a superior
ability to detect muscle length changes in
the medial GAST. This may be due to the
area imaged on the muscle and differences
in muscle architecture relative to the lateral
GAST. Using both FL and 0 to determine
muscle length changes is recommended due
to differences between these two measures.

SUMMARY/CONCLUSIONS

Based on MDKE both FL and 0 are can
detect elongation and shortening of both the
medial and lateral GAST. They also
demonstrate equal sensitivity in detecting
lateral GAST shortening. FL measures can
detect elongation of the medial GAST with
only 12.5° of knee extension as opposed to
30° of knee extension necessary before 0 can
medial GAST elongation. These results
suggest FL may be a superior indicator of
whole muscle kinematics.
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Table 1: MDD for every 10° of knee extension, average MDD, slope and MDKE (n=20)

20-30° | 30-40° | 40-50° | 50-60° | Avg. MDD slope MDKE
Elongation
_______ FLem)| 14 | 12 | 10 | 04 | 10em | 008 | 125°
0 (") 0.5 0.4 0.8 0.8 0.6° 0.02 *°8/ 4, 30.0°
Shortening
_______ FLem)| 15 | 12 | 14 | 18 | 15em | 01 | 150°
0 (") 1.6 1.2 0.9 1.6 1.3° 0.08 %%/ e 16.3°
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INTRODUCTION

The transverse carpal ligament (TCL) forms
the palmar roof of the carpal tunnel and
plays a critical role in regulating carpal
tunnel mechanics (Brooks et al., 2003;
Kiritsis and Kline, 1995). The mechanical
constraint of the TCL predisposes the
median nerve to compression and the
ensuing carpal tunnel syndrome. Transecting
the TCL, whether by open or endoscopic
carpal tunnel release procedures, is the
standard surgical treatment of carpal tunnel
syndrome. Even though carpal tunnel release
has existed for over 70 years, we have
limited knowledge of the mechanical
properties of the carpal tunnel and the TCL.
Common complications and recurrence
associated with TCL transection continues
to challenges us to develop alternative CTS
treatments without cutting the TCL (Sucher,
1993; Berger, 2005). Yet, understanding
carpal tunnel mechanics is critical to the
development of such alternatives. The
purpose of this study was to investigate the
expansion of the carpal tunnel with palmarly
directed force on the TCL from within the
carpal tunnel.

METHODS

Five fresh frozen cadaveric hands were
dissected to expose the TCL by removing
the skin, fascia, and fat while the ligament
insertion sites to carpal bones were kept
intact. The TCL was recognized by its
transverse fibers and insertions at the

pisiform, hook of hamate, tuberosity of
scaphoid and ridge of trapezium (Figure 1).
The flexor tendons and median nerve were
removed to clear the carpal tunnel.

(A)

i
e
G

74 (B)
Figure 1: Cadaveric preparation of the
carpal tunnel (A) and the transverse carpal
ligament (B)

The bony surface within the carpal tunnel
was digitized to determine the cross-
sectional area formed by carpal bones. Then
specimen was mounted on a dorsal support
in full supination and approximately 20° of
wrist extension on a custom platform. A
lever, which rotated about a suspended,
threaded rod, was inserted under the central



line of the TCL so that the midpoint of the
central line located 150 mm from the lever’s
fulcrum. The lever was then made parallel to
the table surface and loaded, at a distance of
450 mm from the fulcrum. With this lever
device, the TCL was stretched by a palmarly
directed force from within the carpal tunnel.
A steel plate was passed through the carpal
tunnel to stabilize the hand. The palmar
surface of the TCL was digitized while the
TCL was being stretched. Eight constant
force levels were applied to the TCL,
ranging from 10 N to 200 N. The cross-
sectional area was determined at the middle
level between the trapezium and scaphoid.

RESULTS

The area defined by the carpal bones
without the TCL-formed arch was 128.2 +
24.2 mm?. The TCL formed an arch that
expanded the carpal tunnel with increasing
loading (Figure 2 and Figure 3). With the
TCL stretching and arch formation, the
cross-sectional areas of the carpal tunnel
were 165.0 + 24.9 mm? at 10 N, and 194.3 +
21.4 mm? at 200 N, representing increases
of 28.7% and 51.6%, respectively. The TCL
arch heights were 2.8 £ 0.3 mm at 10 N and
5.4 +0.4 mm at 200 N.
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Figure 2: Surface plots of the transverse

carpal ligament before and after stretching at
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Figure 3: Average cross-areas of the carpal
tunnel and TCL arch heights with increasing
stretching forces

DISSCUSSION

Our study demonstrates the stretchability of
the TCL and the resulting expansion of the
carpal tunnel. The result of about 30%
carpal tunnel expansion by a small
stretching force of 10 N suggests that the
TCL is accommodating with the variation of
carpal tunnel pressure in a physiological
environment. Greater than 50% carpal
tunnel expansion is available under
relatively large stretching force (> 200 N).
Future studies are needed to investigate the
viscoelastic properties of the TCL and to
explore the potential of permanent residual
deformation. The mechanical properties of
the TCL may be exploited for the
development of alternative carpal tunnel
syndrome treatments, such as manipulative
procedures (Sucher, 1993) and balloon
carpal tunnel plasty (Berger, 2005).
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INTRODUCTION

Configurations of joint geometry linked to
increased incidence of aseptic total hip
replacement loosening include a superior or
lateral hip joint center (Yoder et al, 1988,
Zahiri et al., 1999). Large hip forces, in
particular implant twisting moments, have
been linked to implant loosening (Bergmann
et al., 1995). The relationship between hip
forces and joint geometry has not been
investigated in vivo. This study tested the
hypothesis that there is a significant
correlation between the position of the hip
joint center and hip forces during walking.

METHODS

28 subjects with primary hip osteoarthritis
underwent gait analysis (Andriacchi et al.,
1997) one year after THR surgery. Hip
forces were modeled based on the
kinematics and external moments collected
during walking for each subject. A
description of the model has been previously
published (Hurwitz et al., 2003). The two
peak hip contact forces during stance were
each analyzed separately. Peak implant
twisting moment, calculated from the hip
contact force and the distance to the implant
axis, was also analyzed. Horizontal (HP)
and vertical (VP) positions of the hip joint
center were measured from postoperative
anterior-posterior pelvic radiographs.
Pearson correlations were calculated when
testing for significant relationships between
the radiographic parameters and the force
parameters.

Web: www.ortho.rush.edu/Gait

RESULTS AND DISCUSSION

VP was significantly correlated with the
peak implant twisting moment during
walking (Table 1). Increasing VP should
increase the moment arm of the implant
twisting moment (figure 1). In fact a more
superior hip center was associated with a
larger implant twisting moment (figure 2).
There were no other significant correlations
between force parameters and VP.

lever arm of implant
twisting moinent lengthened

hip center
moved superiorly

Figure 1: Moving the hip center superiorly
increases the moment arm of the implant
twisting moment.

There were no significant correlations
between HP and the force parameters. This
was in contrast to the study by Yoder et al.,
1988. While the amount of variation
(standard deviations) in this measurement
was comparable in the two patient groups,
the range of measurements was less in the
present study (present study 27 to 41 mm;
Yoder study 18 to 53 mm). Relationships
between the horizontal joint center position



and hip forces may not be seen in this small
range.
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Figure 2: The vertical position of the hip
joint center was significantly correlated to
the implant twisting moment (R = 0.574, p =
0.002).

SUMMARY/CONCLUSIONS

A more superior joint center position was
related to increased implant twisting
moment. No other significant correlations
were found between hip loading and
superior-inferior joint center position. There

was no relationship between the medial-
lateral joint center position and the force
parameters. The lack of additional
correlations between joint geometry and the
hip joint loading environment suggest that it
may be more strongly governed by
postoperative gait patterns than the simple
static mathematical relationships between
geometry and hip forces and/or muscle
forces. However in turn, gait patterns may
be influenced by postoperative joint
geometry.
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Table 1: Pearson correlation coefficients between the joint geometry parameters and the force
parameters. The vertical joint center position and peak implant twisting moment (Bold) were

significantly correlated.

First Contact Force Second Contact Peak Implant
Peak Force Peak Twisting Moment
Vertical Joint Center R =0.288 R =0.216 R=0.574
Position p=0.183 p =0.322 p =0.002
Horizontal Joint R =0.002 R =0.013 R =-0.019
Center Position p =0.992 p =0.938 p=0.787
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INTRODUCTION

The two most frequently used autografts for
anterior cruciate ligament (ACL)
reconstruction are the bone-patellar tendon-
bone (BPTB) and the quadrupled hamstrings
tendon (semitendinous and gracilis; ST/G).
The purpose of this study was to identify the
effectiveness of these two autografts, in
restoring tibial rotation to normal
physiological levels, using in-vivo
biomechanics.

METHODS

Eleven male patients, ACL reconstructed
with a quadrupled ST/G graft, eleven male
patients ACL reconstructed with a BPTB
graft and eleven healthy gender- age- height-
and mass- matched controls were assessed in
this study. Individuals with more than 25%
of meniscus damage, chondral lesions,
posterior cruciate or collateral ligament
injury, symptomatic anterior knee pain or
objective instability at the latest follow-up
examination (positive pivot-shift test results,
positive Lachman-test results and
arthrometer side-to-side differences of more
than 3 mm) were excluded from our study.
Post-operatively the two groups followed
the same accelerated rehabilitation program.
Return to sports related activities was
permitted 24 weeks after reconstruction for
both groups.

Kinematic data were collected (50Hz) with a
six-camera optoelectronic system (Peak
Performance), while the subjects descended
stairs and immediately after, pivoted on their
landing leg. The descending period was
concluded upon initial foot contact with the
ground. Following foot contact, the subjects
were instructed to immediately pivot
(externally rotate) on the landing
(ipsilateral) leg at 90 degrees and walk away
from the stairway. The pivoting period was
identified from initial foot contact with the
ground of the ipsilateral leg, until
touchdown of the contralateral leg. All
subjects performed the activity with both
legs. The dependent variable evaluated
statistically was the maximum range of
motion of the tibial rotation during the
pivoting period. All patients were also
assessed clinically and with the use of a KT-
1000 to examine anterior tibial translation.

RESULTS AND DISCUSSION

Negative Lachman and pivot-shift tests
indicated that the knee joint stability was
regained clinically for all ACL reconstructed
subjects. For the ST/G reconstructed
subjects, the median Lysholm score was 92
(range 87-95) and the Tegner score was 7
(range 6-8), while for the BPTB
reconstructed subjects, the median Lysholm
score was 94 (range 90-97) and the Tegner
score was 8 (range 7-8). KT-1000 results



revealed that the mean difference between
the anterior tibial translation of the
reconstructed and intact sides in both groups
was less than 2 mm.

The statistical analysis performed on the
kinematic dependent variable, showed the
existence of significant differences between
the groups (p=0.001). The post-hoc
comparisons revealed that both ACL
reconstructed groups had significantly
increased tibial rotation when compared
with the control, while no significant
differences were observed within the two
reconstructed groups. In other words, the
intact knees for both reconstructed groups
had similar values with the control.

Therefore, we found that neither graft is able
to restore tibial rotation to normal levels
during an in-vivo evaluation. This
conclusion is supported by in-vitro findings
from Woo et al [2002], who showed that
even though the two grafts are successful in
limiting anterior tibial translation, neither is
effective in reducing tibial rotation. We
believe that our findings are the result of the
inability of current ACL reconstruction
techniques to restore the actual anatomy of
the ACL which is a two bundle ligament.
Current techniques, using BPTB and ST/G
grafts, anchored in one femoral and one
tibial tunnel, seem to only partially achieve
this goal. Our results may also provide an
intriguing explanation regarding the
development of future pathology in ACL
reconstructed knees [Daniel et al, 1994;
Asano et al, 2004]. It is possible that this
increased tibial rotation could result in the
application of loads at areas of the cartilage
and are not commonly loaded in a healthy
knee. Over time this could lead to knee
osteoarthritis.
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Figure 1: Bar graphs that indicate the group
means and SD values for tibial rotation
maximum range of motion during the
pivoting period. (*) p <0.05

SUMMARY/CONCLUSIONS

The two most frequently used autografts for
ACL reconstruction can not restore tibial
rotation to normal levels during pivoting
activities with the current surgical
techniques. It is possible that this excessive
tibial rotation is the cause of the
degenerative changes in the knee joint,
which have been noticed in long term
follow-ups after ACL reconstruction. The
improvement and development of new
surgical techniques that can better
approximate the actual anatomy and
function of the ACL, may be able to provide
a solution to this problem.
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INTRODUCTION

When the resultant joint moment acting at a
joint during an isometric contraction is
measured it is not constant but rather it
fluctuates (e.g., Lippold et al., 1957). These
fluctuations limit the ability of an individual
to maintain a desired force or to realize an
intended limb trgectory (Harris and
Wolpert, 1998). These fluctuations are
increased in older adults (Tracy et al., 2004).

The size of the force or moment fluctuations
has been quantified using the coefficient of
variation (CV) of the force (e.g., Tracy et
al., 2004). The time dependent structure of
the fluctuations has been analysed using
Approximate Entropy (ApEn) (e.g., Challis,
2006), which is a dimensionless measure
varying between 0 (indicating asigna with
high regularity such asa sinewave) and 2 (a
signal with low regularity such as white
noise) (Pincus, 1991). The Detrended
Fluctuation Analysis (DFA) (Peng et al.,
1994) has aso been used to determine the
fractal scaling index (a ) of the force signal
(e.g., Vaillancourt and Newell, 2003).

A previous study (Tracy et a., 2004)
determined that there was no change in the
magnitude of the fluctuations quantified
using CV during isometric contractions
following strength training in older adults.
However, force signals produced during
isometric contractions have been shown to
have fractal scaling index above 0.5
(Vaillancourt and Newell, 2003), indicating

anortnormal distribution. The purpose of
this study was to use a non-parametric
equivalent of CV to confirm the lack of
change in the magnitude of the fluctuations
with strength training, and to analyse the
time dependent structure of the force signal
before and after training using ApEn.

METHODS

Eight femal e subjects aged between 65 and
74 years were recruited following screening
to ensure absence of obesity, cardio-
vascular, lung, neurological and musculo-
skeletal disordersincluding osteoporosis.
Subjects were familiarised with the
procedures and provided written informed
consent. The Institutional Review Board at
The Pennsylvania State University approved
all procedures. At theinitia testing session,
following a five minute cycle ergometer
warm-up and practice contractions, subjects
performed isometric knee extension
contractions using the right leg at a 90
degree knee angle in a Biodex 111
dynamometer. Subjects performed three
maximal voluntary isometric contractions
with five minutes rest between each
contraction. Subjects then performed
contractiors at each of the following levels:
75%, 50% and 25% of maximum, using
visual feedback. The Biodex moment signal
was sampled at 1600 Hz and low pass
filtered at 20 Hz using LabVIEW 7.

Subjects underwent a supervised ten week
whole body strength training programme



including: uni-lateral leg extension
performed on both legs, bi-lateral leg press,
uni- lateral leg curl performed on both legs
and bi- lateral calf raises. After thetraining
period the subjects were re-tested.

A 2.2 second window was selected from the
joint moment records at each force leve for
analysis using a minimum variance criterion.
The response variables (CV, fractal scaling
index, and ApEn) were calculated for this
window. A surrogate analysis of the data
determined that the ApEn and DFA results
were due to signal properties and not
measurement system noise. Statistical
comparisons were performed using a three
way analysis of variance.

RESULTS AND DISCUSSION

There was no significant change in CV with
strength training. The DFA results gave
valuesranging from 0.9to 1.7, and a
significant increase in the fractal scaling
index was seen with increasing force level
for each subject (F=34.88; d.f.=1,7;
p<0.001). Vauesin thisrange reflect non
normal distributions, therefore a non
parametric equivalent to CV was used to
confirm that there was little evidence of
change in the magnitude of the fluctuations
(F=2.60; d.f.=1,7; p=0.151).

ApEn did change significantly withforce
level (F=32.11; d.f.=3, 21; p<0.001), and
following strength training (F=6.89;
d.f.=1,7; p=0.034). Post-hoc comparisons
showed that the significant change with
strenth training seemed to be related to
changes at the 50% and 75% force levels,
though these just failed to be significant at a
familywise alphalevel of 0.05.

That the magnitude of the fluctuations does
not change following strength training
agrees with previous results for the

quadriceps (Tracy et d., 2004). However,
the present results show that the ApEn value
does change significantly such that it tends
to increase with strength training,
particularly at intermediate force levels.

CONCLUSIONS

Use of a nonparametric equivalent to the
coefficient of variation suggests that thereis
no change in the magnitude of force
fluctuations withstrength training of the
guadriceps in older adults. However,
strength training results in an increase in
ApEn particularly at 50-75% of maximum
isometric force. ApEn appears to decrease
with age (Challis, 2006), possibly as aresult
of changes in motor unit characteristics such
as innervation ratio. The present results
indicate that the effects of ageing on force
regularity are reversed by strength training.
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INTRODUCTION

Laparoscopy, a form of minimally invasive
surgery (MIS), has revolutionized the
treatment of abdominal pathologies. The
advent of robotic surgical systems, such as
the da Vinci™ Surgical System (dVSS),
have further improved MIS by adding three-
dimensional viewing (D'Annibale, et al.
2004) and increasing dexterity (Moorthy, et
al. 2004). However, it is necessary to train
and evaluate surgeons on the usage of the
robotic system (Judkins, et al. 2005). The
current means of evaluating surgical
performance, while using a robotic surgical
system, are limited to task completion time
and number of errors (Hubens, et al. 2003;
Moorthy, et al. 2004) or subjective
evaluations. Furthermore, no studies have
attempted to provide additional feedback for
training and retention of performance. This
study seeks to determine how augmented
visual feedback affects performance during
training and a retention test with dVSS.

METHODS

Thirty medical students performed with the
dVSS three tasks that were designed to
mimic actual laparoscopic surgical tasks:
bimanual carrying (BC), needle passing
(NP), and suture tying (ST). The subjects
were randomly assigned to five feedback
groups: speed (SP), grip force (GRIP),
relative phase between left and right
graspers (RP), video (VID) and control
(CTRL). They performed 3 pre-training
(PRE), 10 training with feedback, 3 post-

training (POST), and 5 retention (RET; 3
weeks later) trials. Prior to PRE, subjects
were given verbal instruction on completing
the task, but did not practice. SP, GRIP, and
RP feedback were displayed real-time
during training trials. It was overlaid on the
visual display of the dVSS surgeon’s
console. The VID group watched video of
experts performing each task, while the
CTRL group received no feedback. Position
and velocity of dVSS instruments, sampled
at 75 Hz, were used to measure time to task
completion (TTC), distance traveled (D),
speed (S), path curvature (x), and grip force
(F) for the left and right instruments. A 5 X
3 ANOVA was used to test for significant
differences between conditions and groups.

RESULTS AND DISCUSSION

Nearly all measures significantly improved
when comparing POST and RET to PRE for
all tasks (Table 1). While the condition
comparisons showed that training improves
performance and performance is retained
after several weeks, interactions
differentiated task-specific effects. For the
BC task, TTC and right and left S showed
significant interactions. For TTC, the SP
group started with a larger TTC during PRE
and decreased to the same level as other
groups for POST and RET. For right and left
S, the SP group started with a smaller S and
increased to the same level as other groups
for POST and RET. While interactions were
found for the BC task, the effect was not
significant since the level of performance
during POST and RET was the same for all



groups. For the NP task, TTC, right and left training trials are necessary to determine if

D, left S, and right and left F had significant this trend continues.

interactions. For TTC, the CTRL group

started with a smaller TTC and decreased to SUMMARY/CONCLUSIONS

the same level as other groups for POST and ) ]

RET. For right and left D, the RP group did Real-time augmente?d visual feqdback was
not significantly decrease POST training but found to be beneficial for robotic surgery
decreased to the same level as other groups immediately fqllowmg training with

during RET. For left S, the SP group feedback provided. However, the.beneﬁts of
increased more than other groups for POST feedback do not appear to be retained over a
compared to PRE but was at the same level period of time. Further investigation is

as other groups during RET. For right F, the needed to determine if a longer training
GRIP group significantly decreased more regimen with feedback will actually improve
than other groups for POST compared to retention of skills. GRIP feedback showed
PRE but returned to the same level as other the best POST results and may have the
groups during RET. For left F, the GRIP greatest potential for improving grip force.
group significantly decreased POST training Thls'feedback can reduce tissue injury by
compared to PRE and remained at a lower mak%ng the surgeon more aware of the force
level compared to other groups. While applied to delicate tissues.

several interactions were found, the data

shows that feedback can have an immediate REFERENCES

effect POST training, but the benefit is not
retained. For the ST task, only right F had a
significant interaction. For the GRIP group,
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Laparosc Endosc Percutan Tech. 14, 38-

right F significantly decreased more than 41.
other groups for POST compared to PRE but Hullaggz,_ 9G » etal. (2003) Surg Endosc. 17,

returned to the same level as other groups
during RET. The SP group had a
significantly smaller left F for POST
compared to PRE and the even smaller F
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Technol Inform. 119, 243-248.
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during RET. Similar to the NP task, it 790-795.

appears that the benefits of feedback are not

retained even though they are beneficial ACKNOWLEDGEMENTS
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groups during POST and RET shows that a
plateau in learning was not reached. More

Table 1: Pair-wise comparisons of condition for all dependent variables and tasks.

Task Comparison TTC Right D Left D Right S Left S Right x Left Right F Left F

BC PRE-POST 154 * 16.1 385 -85 * -8.6 * 0412 * 0249 * 0.047 * 0.041 *
PRE-RET 17.6 * 22.1 551 * -10.8 * -10.8 * 0439 * 0243 * 0.047 * 0.068 *
POST-RET 22 * 6.0 16.6 23 0% 2.1 % 0.027 -0.006 -0.001 0.027 *

NP PRE-POST 478 * 319.1 * 1947 * 34 % 4.1 * 0.448 * 1490 * 0.030 * 0.013
PRE-RET 519 * 3647 * 2328 * 3.7 0% 43 * 0398 * 1.501 * 0.033 * 0.022
POST-RET 4.1 * 45.5 38.1 -0.3 -0.2 -0.051 0.010 0.002 0.009

ST PRE-POST 589 * 389.1 * 391.7 * -6.8 * 53 %* 0.672 * 1.082 * 0.049 * 0.059 *
PRE-RET 575 * 3493 * 3535 * -7.0 % 53 * 0.604 * 0.984 * 0.039 * 0.057 *
POST-RET -1.4 -39.5 -38.1 -0.1 -0.02 -0.068 -0.098 -0.009 -0.002

* indicates a significant difference at the p=0.05 level. All values reported are mean differences between the indicated conditions.
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INTRODUCTION

Motor redundancy in manipulative tasks has
been extensively investigated in adults
(Zatsiorsky, et al. 2002; Shim, et al. 2004).
However, far less attention has been drawn
to children, especially, children with motor
difficulties such as those with
Developmental Coordination Disorder
(DCD). Children with DCD have particular
impairments in manipulation tasks which
affect everyday and school activities such as
eating, drinking, writing, drawing, etc.

It has been known that typically developing
children increase their finger strength and
capability to control finger forces as they
grow up (Smits-Engelsman, et al. 2003;
Potter, et al. 2006). Previous studies have
also shown that children with DCD
experience higher variability in controlling
isometric finger force (Lundy-Ekman, et al.
1991; Pereira, et al. 2001). However, we
know little about how typically developing
children and children with DCD regulate
force when multiple fingers are involved in
a motor task (i.e., motor redundancy).

This study systematically investigates the
age-related changes of finger strength and
finger force or torque control in typically
developing children and children with DCD
using motor tasks with different kinetic
redundancies.

METHODS

Forty-eight typically developing children
aged 7 (7.6£0.5 yrs), 9 (9.6+0.3 yrs), and 11
(11.4+0.6 yrs) participated in this study: 15
children for each age. Sixteen nine-year-old
children with DCD (9.6+0.2 yrs) also
participated in the experiments. All of the
subjects were right-handed. All children
with DCD had Movement Assessment
Battery for Children (MABC) (Henderson
and Sugden 1992) scores below the 5
percentile — a standard cut-off point for this
disorder. All typically developing children
had MABC scores above the 35™ percentile.

Three different experimental settings were
used for three isometric force/torque
production tasks with different numbers of
kinetic redundancy (KR): constant index
finger pressing force (KR=0) production,
constant thumb-index finger pinching force
production (KR=1), and constant thumb-
index finger torque production (KR=5).
Subjects were asked to perform two main
tasks: maximum voluntary force/torque
production (MVC) and constant isometric
force/torque production at 40% of their
MVC for 20 s (CONST).

A fixed horizontal line was displayed on the
oscilloscope screen indicating the target
force/torque. Another moving horizontal
line indicating the force/torque produced by
a subject was shown on the same screen as
online feedback. Each trial started with a
“get ready” signal, and the subjects were
instructed to match the line showing the
force or torque produced to the target force
or torque. For MVC tasks, the instant peak



force/torque was selected as the maximum
force/torque. From CONST tasks, coefficient
of variation (CV = standard deviation/mean)
was computed over the last 15s as an index
of force or torque variability.

RESULTS

In typically developing children, both MVC
force and torque all increased with age in
typically developing children while CV
during constant force and torque production
decreased with age.

There was no significant difference between
the 9-year old DCD group and their age-
matched control group in MVC force or
torque. In general, 9-year-old children with
DCD, as compared to 9-year-old typically
developing children, showed larger
variability during constant force and torque
production tasks (Figure 1). The difference
in variability between these two groups was
the largest during the torque production task
while no significant differences were found
for the press and pinch tasks. We also
calculated the developmental delays in
children with DCD as compared to their
typically developing cohorts. The constant
torque task showed the largest
developmental delay (1.7 yrs) while pressing
and pinching force tasks showed relatively
small delays (1.0 and 1.1 yrs, respectively).

OTDC (9 yrs)

10 + HEDCD (9yrs)

/_);\

Press Pinch Torque

Figure 1 — Coefficients of variation (CV) for 9-year-
old typically developing children (TDC) and 9-year-
old children with DCD (DCD) during constant press,
pinch and torque tasks.* p<.05.

DISCUSSION AND CONCLUSION

The results from MV C tasks compliment the
previous studies that showed increases in the
maximum force production capability and
variability of isometric force with children’s
age. The unique finding of this study is the
large difference in torque variability
between typically developing children and
children with DCD. This finding may
suggest that children with DCD have deficits
in controlling movements with a large
number of degrees of freedom.

We intentionally used similar tasks with
different numbers of kinetic degrees of
freedom. However, we should also
recognize that the tasks employed were
functionally different (i.e., pressing and
rotating). Another experiment with a same
task involving different numbers of effectors
(e.g., same pressing task with different
numbers of fingers involved) may
strengthen our claim.
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INTRODUCTION

Relative brain motion with respect to the
skull due to impact is recognized as a main
cause of brain injuries such as diffuse axonal
injury, contusion, and acute subdural
hematoma. Although they have been
studied for decades, the brain motion
patterns are not yet thoroughly understood.

Zou et al. (2006) found that the whole brain
follows closely a rigid body displacement
under mild impact. As the impact becomes
more severe, brain deformation represents
an increasing portion of the total brain
motion. They concluded that the rigid body
displacement of the whole brain is 4-5 mm
in translation and +5 deg in rotation under
low-severity impact in the sagittal plane.

This study analyzes the experimental data in
both the sagittal and coronal planes to
identify the regional brain motion patterns,
which consist of rigid body displacement
and local deformation.

METHODS

With a high-speed x-ray system tracking
neutral density targets (NDTs), Hardy et al.
(2001) found that the relative displacement
of the brain with respect to the skull has a
magnitude of £5 mm under low-severity
impacts. The NDTs were implanted in two
columns, anterior and posterior, located in
the temporoparietal region and in the
occipitoparietal region. A total of six tests
were performed using two specimens, C755
and C383. Among these tests, three

accelerating impacts were conducted on
C755 and three decelerating impacts on
C383 in either the frontal or the occipital
area for both specimens. The impacts on
C383 were more severe in terms of the HIC
values and maximum resultant accelerations.

The NDTs at the initial positions before
impact are transformed as a rigid body into
new positions, called transformed positions,
to match the measured NDT positions as
close as possible at each time step. The
matching is determined by the total squared
error between the measured and transformed
positions. The difference between these two
is the brain deformation for each NDT.

Expressed as a vector in Figure 1, circle R,
and star S, are the initial and measured
position of the ith NDT, respectively. The
gray dots S; are obtained by transforming
R, as a rigid body through a distance d and
an angle ¢, so S, = AR, +d, where 4 is the
2 x 2 transformation matrix. The values d
and ¢ are to be found such that the total
squared error £, =" |S; —S,| is minimal,
when 0F, /od =0 and 0E, /00 = 0. It yields,

®
_o® CG. ©
X om o®
Oik Rng}f&:
o % o%
o ® o®*
YZ

Figure 1: Schematic of NDT positions.



d=21(s, —AR,),
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where AR, = > AR, = A>_R,,and S; =>_8S,.
RESULTS AND DISCUSSION

The brain motion patterns in the sagittal
plane in the anterior and posterior columns
for test C383-T4 are shown in Figures 2 and
3, respectively. The subfigure on the left
contains the measured brain motion, and the
one in the middle contains the brain
displacement generated using rigid body
translation and rotation. The difference
between these two at each NDT location is a
measure of brain deformation, as shown in
the subfigure on the right. For all of the six
tests, the measured brain motion, whose
magnitude generally varies within 5 mm,
and rigid body brain displacement generally
coincide in terms of both direction and
magnitude for each NDT in both the anterior
and posterior columns, where the brain
deformation is therefore small, about only
0.5-1.5 mm. Similar patterns are obtained in
the coronal plane with smaller magnitudes.

Compared with the whole brain in the
previous study (Zou et al., 2006), each
individual column in tests on C755 has
almost the same rigid body displacement,
which has about 4-5 mm in translation and
+5 deg in rotation. As the impact becomes
more severe on C383, each column still
follows closely a rigid body displacement.
However, the anterior column maximally
translates about 9.0 mm along the x-axis, 5.3
mm along the z-axis, and rotates 13.0 deg
about the y-axis, while these values for the
posterior column are about 10.2 mm, 8.4
mm, and 14.0 deg, respectively. Thus,
relative motion and therefore brain
deformation exist in the region between
these two columns in tests on C383.

Measured Rigid Deformation
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Figure 2: Brain motion pattern of anterior
column in the sagittal plane in test C383-T4.
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Figure 3: Brain motion pattern of posterior
column in the sagittal plane in test C383-T4.

CONCLUSIONS

Similar to the whole brain, the two columns,
representing the temporoparietal region and
occipitoparietal region, individually follow
closely a rigid body displacement in both the
sagittal and coronal planes under mild
impact. As the impact becomes more
severe, each column still follows closely a
rigid body displacement, which has a
magnitude of 9-10 mm in translation and 12-
14 deg in rotation. However, relative
motion becomes larger between these two
columns, introducing strain deformation.
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INTRODUCTION

Running is a popular activity for many
people to include in their daily exercise
since it is a convenient activity and can
induce physiological stress to increase
general fitness. Unfortunately, many
runners experience of running-related
injuries in their lower extremities especially
overuse injuries (James et al., 1978).
Though the exact mechanism of overuse
running injuries is not fully understood, this
type of injury occurs when runners undergo
repetitive forces, which may cause fatigue
effects beyond the capabilities of a specific
biological structure, and lead to microtrauma
in the musculoskeletal system (Messier et al.,
1991). One hypothesis addressing overuse
running injuries is that muscle fatigue is
associated with injury since muscle
dissipates the stress on bones by eccentric
contraction (Hill, 1962; Nordin et al., 2001).
However, it is still unclear how the
capability of the system to attenuate impact
forces during running is influenced by local
muscle fatigue.

In this study, we quantified and examined
one biomechanical measure, shock
attenuation (SA) which is a parameter used
to understand how the impact initiated with
foot strike is reduced through the body
(Mercer, et al., 2002). The purpose of this
study was to examine the effects of local
muscle fatigue on SA characteristics for
female runners. It was hypothesized that SA
would differ between non-fatigued and
fatigued ankle dorsiflexor conditions.

METHODS

Twelve females (24.8 £ 4.5 yrs; 64.6 £
7.1kg; 163.3 + 4.2 cm) granted consent to
participate in accordance with compliance
procedures established at the affiliated
university and completed treadmill runs at
the same (preferred) speed prior to and
following a fatigue protocol. Each subject
was fist securely instrumented with two
light-weight uni-axial accelerometers
(1000Hz), mounted on the distal aspect of
the tibia and the forehead. An initial non-
fatigued treadmill run was then completed.

The fatigue protocol was designed to fatigue
a local muscle group bilaterally (ankle
dorsiflexors). Using a commercial exercise
device (DARD®), five sets of maximal
concentric and eccentric contractions with
15 s rest between sets were completed.
Within a set, repetitions were continued
until the ankle range of motion decreased or
subjects could not keep up with the rhythm
of the metronome (60 bpm).

Following completion of the fatigue
protocol, subjects transferred to the treadmill
as quickly as possible (within 10 s) and
performed a second one-minute run while
accelerometer data were obtained.

Head peak acceleration (HdPk) and leg peak
acceleration (LgPk; Figures 1 and 2) over 10
consecutive strides per subject-condition
were selected and used to quantify SA. SA
was calculated as:

SA = (1 - HdPk / LgPk) * 100



Dependent variables (HdPk, LgPk, SA)
were analyzed independently using paired z-

tests with the level of significance set at 0.05.
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Figure 1: Exemplar leg acceleration time
history during running.
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Figure 2: Exemplar head acceleration time
history during running.

RESULTS AND DISCUSSION
Table 1: Changes in HdPk, LgPk and SA

measures with the dorsiflexor fatigue
(mean + SD). (*p<0.05)

. Non-fatigued |  Fatigued
HdPk (g) | 1.12+033 | 147+0.86
LePk (2) | 3.96+0.78 | 4.95+047*

SA (%) : 71.84£6.99 : 75.59 +7.60*

SA and LgPk (75.59% and 4.95¢g,
respectively) were significantly greater
following the fatigue protocol (p<0.05;
Table 1), while HdPk (1.47g) exhibited no
significant difference (Table 1). Results
indicated that the impact acceleration

experienced at the leg level increased as
well as the impact attenuation through the
body (SA) when runners’ ankle dorsiflexors
were fatigued. These findings suggest that
local muscle fatigue contributes to the
incapability of the musculoskeletal system
to maintain the impact acceleration at the leg
segment level. Eight subjects showed
increases in SA, while all twelve subjects
exhibited increases in LgPk following the
fatigue protocol. Increased LgPk may be
due to the role that the dorsiflexors play to
attenuate impact at the leg. The increased
SA following fatigue suggests that runners’
systems adjusted to compensate for local
fatigue. A possible explanation for increased
SA may be that runners modified kinematics
between conditions. Further research into
the effects of muscle fatigue on running
mechanics may lend insight into injuries
during running.

CONCLUSIONS

Results suggest that SA and LgPk were
sensitive to local muscle fatigue, with more
shock being attenuated through body along
with increased LgPk during fatigued running.
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INTRODUCTION

Clinicians often use isokinetic strength
exercises in the rehabilitation of lower
extremity injuries and the resulting test
scores are often used as criterion to
determine the progression within a
rehabilitation protocol as well as the
suitability of the patient to return to sport
participation. For example, Shelbourne et
al. (1995) suggested that once the anterior
cruciate ligament (ACL) reconstructed
extremity achieves 70% of the strength of
the uninjured leg, the patient is allowed to
engage in sport-specific activities and begin
the progression toward competitive
participation. A criterion like this would be a
valid standard assuming no strength
differences exist between limbs prior to
injury. Few bilateral differences in lower
extremity strength exist in most sedentary
individuals or athletes participating in
bilaterally symmetrical lower extremity
activities. However, soccer players usually
have tendencies to use one leg more than the
other for dribbling, shooting and performing
long kicks. As a result, soccer can be
characterized as an asymmetrical lower
extremity activity. If bilateral strength
differences exist, then appropriate
adjustments should be made for return to
activity standards. This study examined
whether differences existed in isokinetic
knee flexion and extension strength and
voluntary activation of the quadriceps
between the dominant and non-dominant
legs in experienced soccer players.

METHODS

Eleven female (age 20.7+0.9 yrs, height
164.2+4.5 cm, weight 626+83 N, 7.1+3.3
yrs competitive soccer experience) and 15
male (21.7+1.1 yrs, 171.5+10.9 cm,
724+130 N, 6.7+3.6 yrs) soccer players
were tested. Bilateral knee flexion and
extension torques were assessed using a
KinCom isokinetic dynamometer at speeds
of 60 and 180 °/s in a seated position. After
a warm up, the subject performed 2 trials of
3 reciprocal extension/flexion repetitions
with maximum efforts for each isokinetic
speed (3-minute rest period between trials).

Motor unit activation of the quadriceps was
evaluated by delivering interpolated
supramaximal tetanus twitches to the
quadriceps while the subject performed an
isometric knee extension at 90° of knee
flexion with maximum effort on a KinCom
AP125 dynamometer (Stevens et al., 2001).
A Grass S48 stimulator was used to deliver a
train of electrical impulses (12 spikes, 0.01 s
apart, 1/15000 s duration for each spike).
The ratio of the force exerted by the subject
leading up to the electrical stimulation to the
peak force after the stimulation (central
activation ratio, CAR) was used to
determine the efficiency of the subject in
recruiting available motor units. Two CAR
trials were completed for each leg.

For each subject, the highest extension and
flexion torques for each speed and CAR
value for each leg were used in subsequent
analyses. The dominant leg was defined as
the leg that is often used for dribbling,
shooting and performing long kicks (self-



reported). CAR data were analyzed using a 2
x 2 (gender x side) repeated measures
ANOVA (a = 0.05). Flexion and extension
peak torques were submittedtoa2 x 2 x 2
(gender x speed x side) MANOVA with
repeated measures in the last 2 factors to test
for significant differences between males
and females, the dominant and non-
dominant legs, and the 2 speeds (a = 0.05).

RESULTS AND DISCUSSION

The MANOVA revealed significant main
effects for the gender (p = 0.044), speed (p <
0.001), and side (p = 0.050). As expected,
males had significantly greater strength than
females and peak torques at 60 °/s were
significantly greater than those at 180 °/s.
Univariate tests indicated a significant
difference between dominant and non-
dominant legs only in peak extension
torques (p = 0.015), but not in peak flexion
torques (p = 0.314). On average, peak knee
extension torques for the dominant leg were
6% and 4% greater than the corresponding
values for the non-dominant leg for the 60
and 180 °/s speeds, respectively (Table 1).
In other words, isokinetic knee extension
strength of the non-dominant leg is about
95% of the dominant leg.

No significant main effects were detected by
the ANOVA suggesting that the bilateral
difference in knee extension strength is not
related to the voluntary activation of the
quadriceps. The results suggest that the
return to play criteria should be slightly

different for dominant and non-dominant
legs in experienced soccer players. We
proposed that, as a conservative approach,
74 and 67% of contralateral knee extension
strength should be used for the dominant
and non-dominant legs, respectively.

Future studies should examine whether
differences existed in isokinetic knee flexion
and extension strength between the
dominant and non-dominant legs in elite
soccer players. Investigators should explore
additional strength parameters such as
eccentric strength and muscular endurance
as return to play criteria.

SUMMARY/CONCLUSIONS

Small but significant bilateral differences in
knee extension strength were observed in
experienced soccer players. To determine
the optimal return to player criteria for
individual soccer players, pre-season
strength evaluation is highly recommended.
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Table 1: Mean (SD) peak knee extension and flexion torques (Nm) and CAR values (%).

Extension Flexion CAR
60 °/s 180 °/s 60 °/s 180 °/s
D ND D ND D ND D ND D N
Females | 129.3 | 122.1 | 92.8 91.0 88.0 82.0 74.7 74.5 99.3 99.0
(34.8) | (26.5) | (26.2) | (27.5) | (26.9) | (28.1) | (19.7) | (25.6) | (2.4) | (2.8)
Males 1547 | 145.6 | 134.1 | 128.2 | 106.2 | 104.7 | 101.1 | 98.0 99.3 99.5
(35.5) | (38.1) | (40.2) | (34.4) | (29.4) | (28.5) | (28.2) | (22.7) | (1.1) | (1.2)
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INTRODUCTION

The use of maximal voluntary isometric
contractions (MVICs) for the purpose of
electromyographic (EMG) data
normalization is a well accepted practice
within exercise and sport science
literature. Benoit et al. (2003) reported
that treadmill walking in ACL injured
subjects elicited normalized medial
gastrocnemius surface EMG values of
160% MVIC, indicating muscular
activation during dynamic activity
generates higher peak EMG values than
MVICs. Further, Arsenault et al. (1986)
demonstrated normalized soleus EMG
values during sub-maximal walking
trials of up to 120% MVIC. This peak
soleus muscle activity occurred at
approximately two-thirds of the stance
phase of gait, where ankle plantar
flexion velocity is estimated to be
30°/second.

Few authors have proposed explanations
for sub-maximal dynamic tasks eliciting
greater activation than maximal
isometric contractions. Mirka (1991)
states that MVC normalization leads to
large errors due to movement of the
sampled muscle relative to the reference
EMG electrodes. The purpose of this
preliminary study was to investigate this
previously proposed explanation for the
large increases in surface EMG muscle

activation observed in dynamic versus
static activities.

METHODS

EMG activity of the soleus muscle was
recorded using surface and fine-wire
bipolar electrodes while the subject
performed multiple trials of isolated
isokinetic (30°/second) maximal plantar
flexion on a Biodex-3 System. From a
starting position of maximal dorsiflexion
with 90° knee flexion, the subject
extended to maximal plantar flexion.
Repeated plantar flexion MVIC trials
were also performed on the Biodex at
15° of dorsiflexion and 90° knee flexion.
The EMG signal was full-wave rectified
and low pass filtered using a 4" order
Butterworth digital filter with a cut-off
frequency of 6 Hz. Dynamic trial EMG
data was normalized to the maximal
activation recorded during the isometric
plantar flexion contraction using the
surface or fine-wire EMG signal
respectively.

RESULTS AND DISCUSSION

Results indicated that there is no
difference in detection of soleus muscle
activation onset regardless of the type of
EMG electrode used for recording. Peak
normalized surface EMG during the



dynamic trial was at least 20% greater
than that obtained during MVIC.
However, this increase was only 6%
using data from the fine-wire electrodes.
While the peak occurred at
approximately the same joint angle for
both the surface and fine-wire electrodes
(Figure 1), this angle differed from the
joint position of the isometric trial. This
may indicate that we were unable to
elicit a maximal contraction at the
prescribed angle of isometric
contraction.

Potvin & Bent (1997) suggested
movement of muscle fibers relative to
surface electrodes as a possible
explanation for their increased EMG
signals recorded during dynamic tasks.
Our data suggests that this may
contribute to the higher activity recorded
during dynamic contractions since the
peak EMG from our dynamic trial
occurred at a different joint position as
compared to the isometric trial.

Soleus Muscle Activation During Maximal
Isokinetic Plantarflexion
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Figure 1: Graph illustrates the
difference between recording with fine
wire and surface electrodes in
normalized EMG muscle activation
during isokinetic plantar flexion at 30°/s.

Therefore, during the dynamic trial the
electrodes may not have been recording
from the same muscle fiber region.

Furthermore, the smaller change in
activation level recorded using the fine-
wire electrodes, which should be
recording from the same muscle fiber
region during dynamic and isometric
contractions, indicates that this
difference may not be a physiological
issue but rather a methodological one.

SUMMARY/CONCLUSIONS

In this investigation we find that onset of
activation is nearly identical when
recording from either surface or fine-
wire electrodes; however two different
normalized peak amplitudes were
recorded from surface compared to fine-
wire electrodes. In addition, we may not
be able to elicit true maximal activation
at one specific joint angle as compared
to that elicited throughout the joint’s
total range of motion.
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INTRODUCTION

Several papers have reported multi-finger
synergies stabilizing the total force produced
by the fingers of a hand during accurate
force production tasks (Latash et al. 2002;
Shim et al. 2005). In those studies, synergies
were defined as co-variations among finger
forces across trials that reduced the
variability of the total force. One study has
shown, however, that a two-hand multi-
finger task involving wunusual finger
combinations was not accompanied by
within-a-hand force stabilizing synergies
(Kang et al. 2004). In this study, we tested a
hypothesis that the central nervous system is
limited in its ability to organize within-a-
hand multi-finger synergies during two-hand
tasks while such synergies are present in
comparable one-hand multi-finger tasks.

METHODS

Subjects (four males and four females) sat in
a chair with both arms resting directly on the
table in front of them in the prone position.
Each forearm was constrained using Velcro
straps. A small wooden dome was placed
under each hand to assure its stable shape.
Eight piezoelectric force sensors measured
vertical finger forces.

First, the subjects produced maximal
voluntary contractions (MVCs) with pairs of
fingers: IMg, IM, RLg, & RLp (I=index,
M=middle, R=ring, L~=little, the subscripts
indicate the hand). These MVCs were used
to set the magnitude of the trapezoid
template for the main experiment.

The main task required subjects to produce
force by an instructed set of fingers in order
to match a trapezoid template. A 5% MVC
baseline was used as a target for before and
after the trapezoid. The maximum force was
set at 20% of the MVC for the instructed
finger set. The duration of the ramps was 1.5
s. The instructed finger sets were IMRLg,
IMRL;, Mg, IM;, RLg, RL;, IMg+IMy,
IMR+RL, RLg+IM|, and RLR+RL;.

For each point in time the following
variables were calculated: total force of
instructed fingers (Fror) and its variance
(Vrror), forces of individual instructed
fingers (F;), their variances (Vg), the sum of
their variances (D V) and an index of co-
variation (AV = (ZVFi‘VFTOT)/ ZVFi); AV
was calculated with respect to 4 fingers (for
4 finger tasks), with respect to 2 separate
hands (for 2 hand tasks), and with respect to
fingers on one hand.

RESULTS

During both two-finger and four-finger one-
hand tasks, subjects showed predominantly
negative co-variation among finger forces
across trials that led to much smaller
variance of the total force than the sum of
the variances of individual finger forces
(Fig. 1). This was particularly prominent
during steady-state phases with high positive
values of the index of co-variation, AV; AV
dropped during the ramp phases (Fig. 2).



In contrast, during two-hand tasks, indices
of finger force co-variation computed for
pairs of fingers within-a-hand were close to
zero, these indices were significantly
positive when computed for co-variation of
forces across all four fingers and when
computed for co-variation of forces
produced by the two hands (Fig. 3). The
differences between AV indices computed
for finger pairs in one- and two-hand tasks
were statistically significant (p < 0.01).
These differences were also significant
across the five intervals of the task, the three
steady-state portions and the two ramps (p <
0.001). The interaction between task and
interval was also significant (p < 0.05).

Mg + RLy,

FTOT
VFi
—VFTOT

_Force (N)
Variance (N2)

Time (sec)
Figure 1: A typical force profile (Fror),
variance of total force (Vgror), and the sum
of individual finger variances () V) for one
subject in the finger combination of IM) +
RLy).

IMg, + RL,

AVariance

i

2 Hand
R Hand
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Figure 2: Typical AV time profiles for a
representative subject who performed the
IMR+RLL task.

One Hand Tasks

AVariance

R Hand (IM)
—L Hand (RL)

06 Time (sec)

Figure 3: Typical AV time profiles for a
representative subject who performed the
IMR and the RL; tasks.

DISCUSSION AND CONCLUSIONS

High positive AV indices may be interpreted
as a force stabilizing synergy (Shim et al.
2005). The results show that in both one-
and two-hand tasks, all fingers taken
together formed a synergy. However, in
two-hand tasks, the within-a-hand synergy
was lost. This may indicate a limitation in
the ability of the central nervous system to
form force-stabilizing synergies at two
levels of the control hierarchy, at the level of
hand action and at the level of within-a-hand
finger action. Such ability may, however,
emerge with specialized training as shown in
an earlier study (Kang et al. 2004).

REFERENCES

Kang, N. et al. (2004). Exp Brain Res, 157,
336-50.

Latash, M.L. et al. (2002). Exp Brain Res,
146, 419-32.

Shim, J.K. et al. (2005). Exp Brain Res, 164,
260-70.

ACKNOWLEDGEMENTS

NIH grants AG-018751, NS-035032,
AR-048563, and MO1 RR-1073.



NON-UNIFORM LAGRANGIAN FINITE STRAIN FIELDS AT THE
MUSCULOTENDINOUS JUNCTION OF INTACT SUPRASPINATUS DURING
SHOULDER ELEVATION MEASURED WITH CINE PHASE CONTRAST MRI

Hehe Zhou * and John E. Novotny *

! University of Delaware, Newark, DE, USA
E-mail: novotny@me.udel.edu Web: www.udel.edu

INTRODUCTION

Intratendonious shear stress and strains in
the supraspinatus (SP) tendon are believed
to be an important initiator of rotator cuff
tears (Fukuda, H., 1994; Bey, M.J., 2002),
though there is no dynamic and in vivo data
to prove or refute these hypotheses. Recently,
non-uniform atrophy within the SP muscle
cross section was found after rotator cuff
tears (Meyer, D.C., 2005). This implies a
functional difference between the superior
and inferior portions of the normal SP
muscle resulting in non-uniform
degeneration. Again, no functional
difference has been measured in the SP in
vivo. We propose to use Cine Phase
Contrast MRI (CPC-MRI) to determine if
the superior, middle and inferior portions of
the SP muscle, near the SP outlet, exhibit
different mechanical behaviors during
humeral elevation. We hypothesize: (1)
strain within the SP muscle is related to the
shoulder joint position; and (2) there is a
non-uniform distribution of the strain from
superior to inferior, reflecting different
behavior within the muscle.

METHODS

Seven normal shoulders were scanned (four
subjects: one female, three males; ages: 24-
56) with a 1.5 T MRI clinical scanner (GE,
Milwaukee, WI). All subjects provided
informed consent by signing a form
approved by Human Subject Review Board
at University of Delaware. The scanning
parameters for the CPC-MRI images were

determined by the anatomy of the shoulder
joint and the characteristics of the motion:
TR=24 ms, TE=7.2 ms, flip angle = 30°,
256x256 matrix, pixel size = 1.3281 mm,
FOV = 34x34 mm? and 24 frames. The
motion was completed approximately every
two seconds (35 cycles per minute) for
approximately six minutes. The setup of
image plane and a custom-made
experimental device were used to achieve a
reliable planar motion near the
musculotendinous junction of the SP (MTJS)
for each subject.

From the magnitude image at the first frame
(20° elevation), a six pixels high and nine
pixels long ROI was defined (Fig. 1) and
divided into three layers in the superior to
inferior direction. Each layer was meshed
with a modified pattern filling algorithm into
four hundred evenly distributed right-angle
triangular meshes at 20% of the pixel size. A
novel method was developed to interpolate
the velocity field, track displacement of
meshes at sub-pixel resolution and finally
derive the principal strains and strain
directions according to displacements (Zhou,
H., 2006). To quantify the deformation at
the MTIJS, strains were averaged across the
triangular meshes in each layer, then across
seven normal shoulders. A two factor
repeated measures ANOVA with a Geisser-
Greenhouse adjustment followed by a
Tukey-Kramer post-hoc analysis was used to
assess the effect of the region and joint angle
on the maximum principal strain (PS1) and
the maximum in-plane shear strain (PSXY).
Significance level was set to be p<0.05.



coordination could be a possible initiating
factor in generating tendon tears or a
response that continues tear progression.
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SUMMARY/CONCLUSIONS
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Figure 1: Definition df ROls at MTJ

A novel method was presented to investigate
the dynamic, in vivo contraction mechanics
in the SP muscle. The non-uniform strain
pattern at the MTJS suggested a more
complex loading condition rather than

RESULTS AND DISCUSSION

PS1 was found to be related to the joint uniform force was involved. Furthermore,

angle (p<0.0004 with a power 99.7%) with acromion, clavicle and scapular bone

the larger shoulder elevation angle resulting structures and soft tissues like bursa and

in the larger strain (Fig. 2). Post-hoc ligaments also played an important role in

analysis showed the maximum principal the deformation of the supraspinatus. This

strain at 20° significantly different from that suggests that the real mechanics in the

at both 35° and 50°, and at 35° different supraspinatus tendon might be related to

from 50° (p<0.05). Similar patterns were more complicated factors than those

found for the PSXY (p<0.0042 with a power previously thought.

77.6%) (Fig. 2). A non-uniform strain

pattern was seen across the MTJS (Fig. 2). REFERENCES
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a non-uniform supraspinatus contraction
may be necessary for the tendon to be
stretched uniformly and thus minimize shear
between adjacent layers, a source of possible
tear. This implies a certain level of
coordination between the layers of muscle
contracting at different rates, to various final
shortening lengths and perhaps generating
different levels of force. Loss of this

press.
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INTRODUCTION

Peripheral Arterial Disease (PAD) is a
manifestation of atherosclerosis of the leg
arteries that affects 10 million people in
USA (Antignani, 2003). For these people,
walking is a difficult task because the
increased metabolic demands of the leg
muscles are constrained due to the decreased
blood flow. The result is claudication,
defined as pain of the leg muscles during
ambulation and is present in 40% of all PAD
patients (Schainfeld, 2001). With rest,
adequate blood flow eventually returns and
the pain subsides. Claudication symptoms
are treated with behavioral modifications,
surgery and pharmacologically (Shainfeld,
2001). The two most prevalent
pharmacological therapies use different
approaches; the first (Treatment 1; T1) acts
primarily by decreasing blood viscosity,
while the second (Treatment 2; T2) acts
primarily as a vasodilator (Dawson, 2001).
Recently, research has examined PAD and
the associated claudication as a primary gait
disability (Gardner et al., 2001). However,
this research has included only temporal and
spatial parameters, such as stride length and
step time, without exploring joint kinematics
and kinetics. Similarly, studies investigating
the effects of T1 and T2 also used the same
limited approaches (Dawson et al., 2000).
Thus, Gardner et al. (2001) suggested that
these previous evaluations have been
incomplete in their ability to describe the
true gait handicap of PAD. Our goal was to
further understand PAD gait and the
influence of pharmacological therapies on
the elimination of gait abnormalities.

METHODS

Nine PAD patients with diagnosed
occlusion, which resulted in claudication,
participated in the study. Five patients
underwent T1 and four underwent T2.
Because some patients were bilateral and
some unilateral, we had nine total
claudicating limbs affected by T1 and six
total claudicating limbs affected by T2.
Patients were asked to walk through a 10
meter walkway at self-selected normal
walking pace, while ground reaction forces
were collected by a Kistler force plate
(600Hz). The patient performed five trials
while pain free, or with no claudication
(C1). The patient rested between each trial
to ensure pain free data collection. Patients
then walked on a treadmill at a 10% grade
and at a speed of 0.67 m/s until the onset of
pain. This protocol is common in PAD
clinical examination. After pain was induced
(C2), patients completed five more trials.
Data collection was performed before (PRE)
and after (POST) the use of each treatment.
Treatment lasted a minimum of three
months. Statistical analysis using 2x2
ANOVAs were performed on selected
ground reaction force parameters.

RESULTS AND DISCUSSION

Regarding T1, the local minimum of vertical
force experienced at midstance (Fzmin) was
significantly decreased from PRE to POST.
This indicates a higher positioning of the
center of gravity and possibly a straighter
leg at single support during the POST test.
The braking impulse (IB) was significantly
increased from PRE to POST indicating an



increase in forward momentum after
touchdown. No other main effects were
found for PRE to POST for T1. The second
active loading vertical peak (F2)
significantly decreased from C1 to C2 which
could illustrate a tendency to better
distribute loading between the legs during
terminal stance when pain is present. Fzmin
significantly increased from C1 to C2,
indicating a lower positioning of the center
of gravity and possibly a more flexed leg at
single support when the patient was walking
with claudication. The maximum propulsion
force was significantly increased from C1 to
C2 in the anterior-posterior direction which
could be an adaptive mechanism employed
to help carry the leg into swing when pain is
present. There was a significant interaction
for IB where the braking impulse increased
significantly more for C2 than C1 from the
PRE to the POST test. This possibly
suggests an improvement in the patients’
gait under claudication after T1.

Regarding T2, the peak braking force
significantly increased from PRE to POST
which indicates that after treatment, patients
were able to increase the braking force as
necessary and possibly control forward
momentum. The increased blood flow to the
leg could enable improved muscular
response leading to increased forward
momentum. F2 significantly decreased from
C1 to C2, which is similar to the effect seen
as a result of T1 and could illustrate a
tendency to distribute the vertical force
during terminal stance when pain is present.
The first active loading vertical peak force
showed a significant interaction, where from
PRE to POST, an increase was observed for
the pain condition while a decrease was
observed for the pain free condition. Thus, it

seems that T2 promoted a change in this
parameter. It is possible that during the PRE
test, the patient was trying to adapt to the
decreased blood flow and increased loading
by possibly lowering the center of gravity
with increased step distance during the first
double support. However after the
introduction of the vasodilator, the patient
promoted a higher positioning of the center
of gravity during claudication. Finally, the
braking impulse showed significant
interaction, which was similar with T1.

SUMMARY/CONCLUSIONS

The above results indicated that T1 affected
a larger number of kinetic gait parameters
than T2. The similar results found between
the two treatments for F2 and IB indicated
that their effects are reproducible for at least
these two variables. However, the number of
differences found in other variables
indicated that the two treatment mechanisms
could result in differential effects on kinetic
gait parameters on PAD patients. These
preliminary findings need to be
substantiated with larger samples sizes, and
examination of the corresponding kinematic
and joint moment data.
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INTRODUCTION

The center of mass in both humans and
animals moves like a bouncing ball during
hopping, running and trotting. In these
bouncing gaits, the dynamics of body
movement can be described with a simple
spring-mass model (Fig. 1-A). The stiffness
of the overall leg spring (leg stiffness) is
modulated depending on the dynamics of the
interaction between the leg and the ground
(Ferris and Farley, 1997).

Recently, we demonstrated that leg stiffness
decreased when vision was removed
(Hobara et al., being submitted). However,
since the leg stiffness is a function of
multiple joint spring stiffness (joint
stiffness; Fig. 1-B), we could not gain the
information concerning the stiffness of each
joint only from the spring-mass model. The
purpose of this study was to investigate the
relative importance of joint stiffness for leg
stiffness regulation in altered visual
conditions. Ankle stiffness is considered as
a major determinant of leg stiffness (Farley
and Morgenroth, 1999). Therefore, we
hypothesized that it also plays an important
role even when vision is removed.

METHODS

Seven subjects hopped in one place on a
force plate. All subjects hopped bare foot
on both legs, matching a metronome beat at
2.2 Hz (approximately preferred frequency).

In this experiment, we utilized two different
conditions: eyes-open (EQO) and eyes-closed
conditions (EC). In the EO, the control
condition, subjects were asked to hop
repetitively in their preferred manner. In the
EC condition, subjects were asked to hop
wearing an eye mask and to close their eyes
while wearing the mask during hopping.

A |3/
&L Kip
Kleg \\ Kknee
/Z Kankie

Fig.1 Behavioral model for bouncing gait.
A: Spring-mass model. B: Torsional spring
model

Using a spring-mass model (Fig. 1-A), we
calculated the leg stiffness (K.g) from the
ratio of the peak ground reaction force to the
maximum leg compression during the
ground contact. In additions, using the
torsional spring model (Fig. 2-B), we
calculated hip, knee and ankle joint stiffness
(Knipy Kinee and Knige, respectively), which is
the ratio of the peak joint moment and
angular displacement. These calculations
were based on the equation of Farley and
Morgenroth (1999).

Multiple regression analyses were
performed both in the EO and EC conditions,
using K., as dependent variable and joint



stiffness (Kuip, Kinee aNA Kynize) @S
independent variables. Statistical
significance was set at p< 0.05. Within each
multiple regression analyses, standardized
partial regression coefficient (beta) was used
to determine the relative importance of joint
stiffness to K.

RESULTS AND DISCUSSION

Table 1 shows the results of multiple
regression analysis. In each groups,
regression model resulted statistically
significant. It accounted for 86% of the
variance of K, in the EO, and for 85% in
the EC conditions (See Table 1; “Adjusted
R’”). Therefore, the model can be likely to
explain the K., variance with lower
extremity joint stiffness in both conditions.

The most important finding of this study is
that the relative contribution of joint
stiffness to K., changes with different visual
conditions. In the EO condition, K. was
most crucial for regulating K., (3 = 0.676).
On the other hand, in the EC condition, K.
was relatively more important for regulating
Kieg (B =0.572).

Table 1: Standardized partial regression
coefficient (beta) in eyes-opened (EO) and
eyes-closed (EC) conditions.

EO EC
Adjusted R 0.865* 0.856*
B K iy -0.311 -0.042
B K knee 0.068 0.572
B K anie 0.676  0.425

* p< 0.05

We had hypothesized that ankle stiffness
played an important role even when vision
was removed. But the organism seems to
take different control strategy under altered
visual conditions. Indeed, if K,,x. decrease
to stabilize posture, it would become
difficult for the subjects to hop. This is
because triceps surae muscle and Achilles
tendon behave as a spring during bouncing
gait (Alexander, 1988). Therefore, when
vision is removed, it is likely that subjects
conserve their constant ankle stiffness,
which is required to hop repetitively.
Alternatively, knee stiffness might be
modulated to stabilize dynamic posture.
Further research, which includes
quantitative evaluation of muscle activity, is
required for better address this conjecture.

SUMMARY

Effect of vision removal on stiffness
regulation during hopping was investigated.
When vision was removed, human hopper
primary conserved constant ankle stiffness,
and knee stiffness was modulated to control
dynamic postural stability.
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INTRODUCTION

Few studies have measured how human
skeletal muscle deforms in vivo,
dynamically as a solid material instead of as
a line. This is important not only because the
function of a muscle in isolation may not
reflect how it behaves in the skeletal system.
Activation may be non-uniform and
deformation may be affected by the
surrounding anatomy and by synergistic
functional requirements. Therefore the in
vivo measurement of muscle deformation
can allow us to find the crucial connections
across various scales of muscle organization
from sarcomere, fiber level to in vivo muscle
behavior. The objective of this study is to
apply the CPC-MRI to measure muscle
function and derive the Lagrangian strain
field for the biceps brachii and to determine
its homogeneity (Zhou, H. 2006). An
understanding of internal muscle strain in
vivo will help in the formulation of more
complex muscle contraction models.

METHODS

MRI images were collected with a clinical
scanner (GE 1.5 Tesla, Milwaukee, WI) for
8 subjects (one female, seven males, and age
24-34) without history of previous biceps
muscle injuries were recruited. All subjects
read and signed an informed consent form
approved by the Human Subject Review
Board at the University of Delaware. The
imaging plane was selected to bisect the
distal aponeurosis and muscle belly (Pappas,
G.P. 2002). Dynamic MRI images (34x34

cm2 FOV, 256x128, TR=24m:s, flip
angle=30°, VENC=10cm/second) were
collected for cyclic motions of subjects’
arms. Subjects were guided to keep their
motion within a plane with a range of
motion from 180° or full extension to 120°
with a 5% maximum voluntary isometric
contraction (MVIC) resistive force.

A previously developed novel method was
used to derive the finite strain fields of
biceps with the CPC-MRI (Zhou, H. 2006).
The anatomical coordinate system was
created according to the functional force
center line of biceps from pre-calculated
shear strain image (Fig. 1). The middle and
anterior portion were divided into an
anterior belly part and a center part which
included aponeurosis, then further semi-
automatic divided into 24 sub-regions (Fig.
1). Each sub-region was then meshed into
several hundred 0.2x0.2 pixel triangular
meshes. Defining the muscle state in the first
frame as reference, longitudinal y-
directional strain (SY), transverse x-
directional strain (SX), shear strain (SXY),
maximum principal strain (PS1), minimum
principal strain (PS2) and maximum in-
plane shear strain (PSXY) were derived. To
quantify the deformation at the different
sub-regions in the biceps muscle, strains
were averaged across the triangular meshes
in each sub-region. A two factor repeated
measures ANOVA followed by a Tukey-
Kramer post-hoc analysis was used to assess
the effect of the location and elbow joint
flexion angle on the SY, PS1 and PS2.
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Figure 1: Division of Biceps Anterior Half:
Green-Aponeurosis, Red-Belly, area ratio
between belly and aponeurosis is 3:2.

RESULTS AND DISCUSSION

A non-uniform spatial distribution of SY,
PS1 and PSXY was found across the biceps
(Fig. 2). The deformation of the most distal
end, the zone most influenced by the internal
aponeurosis, was often found significantly
different from that of other sub-regions
(p<0.05). An obvious transition zone from
shortening to stretching can be seen across
15th to 17th sub-regions, indicating a tissue
change from myofibrillar to tendinous
material close to the distal insertion of
biceps tendon. In terms of temporal effect
for SY, PS and PSXY, significant
differences were found at larger extension
angles (<7" frame), and between larger
extension angles and lower extension angles
(>8" frame). For PS2, the biceps showed a
consistent contractile ability throughout the
muscle either spatially and temporally
(p>0.05). Values are not much different
between the belly and aponeurosis. For
most regions, a calculation of a pseudo-
Poisson’s ratio with the ratio PS2/PS1 gives
values near 0.5.

Computed strain fields uncovered non-
uniform deformation in the biceps when
observing the strain in its longitudinal
direction. Elongation seen in the distal end
perhaps indicates that the proximal muscle
may stretch the distal. PS2, assumed to
indicate the contractile strain, its values
indicate that contraction strain was relatively

uniform in magnitude throughout the muscle.

PS1 was slightly higher distally perhaps
indicating the effects of other structures
around the musculotendonous junction or
narrowing muscle may alter tensile strains.

The ratio of PS2/PS1 indicates the muscle is
generally incompressible during this
contraction. Overall internal muscle strains
seem to vary somewhat along the length of a
muscle but not much between the
aponeurosis or mid-line compared to the
belly. The differences in values between
strains in the longitudinal axis of the muscle
and the principal strains represent
information on functional muscle
architecture rather than just the anatomy.
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Figure 2: Strains vs. Regions

SUMMARY/CONCLUSIONS

A novel method was presented to derive
continuous two-dimensional Lagrangian
strains of biceps brachii in vivo with the
CPC-MRI. Calculated finite strains showed
that internal insertion of aponeurosis caused
an inhomogeneous deformation pattern in
either anterior and center part of biceps
brachii muscle, which suggested the
importance to consider the muscle structure
and organization in muscle modeling.
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INTRODUCTION

Previous studies have observed non-uniform

internal architectures in skeletal muscles (e.g.

Agur, A.M. 2003), yet few have measured
how human skeletal muscle deforms in vivo,
dynamically as a solid material instead of as
a line. Our previous study developed a novel
method to calculate 2D Lagrangian strain
field of skeletal muscle from the CPC-MRI
(Zhou, H. 2006). The objective of this study
is to apply the CPC-MRI to quantify the
finite principal strains, strain directions and
apply those strain data to measure structure
information like muscle functional force
center line, muscle fiber direction, and
pennation angle change of human biceps
muscle non-invasively, in vivo and
dynamically.

METHODS

MRI images were collected with a clinical
scanner (GE 1.5 Tesla, Milwaukee, WI) for
8 subjects (one female, seven males, and age
24-34) without history of previous biceps
muscle injuries were recruited. All subjects
read and signed an informed consent form
approved by the Human Subject Review
Board at the University of Delaware. The
imaging plane was selected to bisect the
distal aponeurosis and muscle belly (Pappas,
G.P. 2002). Dynamic MRI images (34x34
cm2 FOV, 256x128, TR=24ms, flip
angle=30°, VENC=10cm/second) were
collected for cyclic motions of subjects’
arms. Subjects were guided to keep their
motion within a plane with a range of

motion from 180° or full extension to 120°
with a 5% maximum voluntary isometric
contraction (MVIC) resistive force.

A previously developed novel method was
used to derive the finite strain fields of
biceps with the CPC-MRI (Zhou, H. 2006).
An effective way was first used to locate the
functional force center line of biceps
according to pre-calculated shear strain
image at 3x3 pixel resolution (black line in
Fig. 1) in image coordinates. The direction
of the muscle’s center line was then used to
make the anatomical coordinate which was
applied to do the region of interest (ROI)
meshing and allowed for calculation of
strain along the muscle’s functional
longitudinal axis. Local strain would be a
function of fiber orientation which in the
biceps is not along its long axis. In order to
quantify the muscle fiber direction in the
biceps, maximum principal strain (PS1),
minimum principal strain (PS2) and PS2
strain direction were solved by determining
to strain matrix’s Eigen-values and vectors.
The direction of PS2, or most negative strain,
would be assumed to be the direction of
muscle contraction for a given element.
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Figure 1: Shear Strain Used to Locate
Functional Force Center Line

RESULTS AND DISCUSSION

With the developed novel method in our
previous studies (Zhou, H. 2006), in vivo
deformation of biceps muscle was
investigated non-invasively. Derived 2D
Lagrangian finite strain fields measures the
internal architecture of human skeletal
muscle in vivo and dynamically. Fig. 1
shows the shear strain distribution in one
biceps muscle calculated at 0.2x0.2 pixel
resolution. The functional force, center line
of the biceps can be located due to the
different signed shear magnitudes on either
side. In addition, this method avoided the
manually alignment of the center line of
biceps with longitudinal axis of MRI
scanner (Pappas, G.P. 2002), therefore
reduced the imaging setup time and
improved the accuracy of calculation of
deformation. Fig. 2 shows the PS2 image
mapped to the original magnitude image
together with the PS2 direction. According
to the ultrasound images collected, the PS2
direction in the muscle belly is
approximately aligned with fiber direction,
which means that it can be used to track the
pennation angle change as a function of
muscle contraction and joint position. Non-
uniform deformation in the biceps can be
seen. In comparison with anterior half, the

posterior half has slightly larger deformation.

Bands of similar strain values, or iso-strain
bands, run perpendicular to the PS2
direction or across fibers. Similar strain
across fibers would minimize shear between
muscle fibers units. I1so-strain bands give an
idea of how muscle may coordinate

contraction to minimize shear between fibers.

This information will aid and verify the
formulation of FEM muscle contraction
models.

Figure 2: PS2 and Strain Direction

SUMMARY/CONCLUSIONS

A novel method was presented to measure
morphology of biceps brachii in vivo with
the CPC-MRI. This in vivo and dynamic
information can give us a better
understanding of muscle function, verifying
and guiding muscle modeling and permitting
more sophisticated interpretation of the
functional effects of injury.
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INTRODUCTION

Clinically significant deficits in voluntary
activation are of importance, given that joint
damage as a result of injury or surgical
procedure may cause disruption of the
neural drive to the muscle. The technique of
superimposing electrical stimulation during
a maximal effort voluntary contraction,
termed burst interpolation, is commonly
used to assess the level of motor unit
activation (or the degree of central
inhibition) of a muscle. However, the inter-
day reliability of the measures has not been
evaluated nor has the reliability of using the
technique on the quadriceps been
determined.

The purpose of this study was to evaluate
the inter-day reliability of the burst
interpolation technique in young healthy
individuals based on the common use of this
technique to infer motor deficits of the
muscle. Given that the prevalence of knee
injury is high and that the knee serves as a
crucial link in the weight bearing
biomechanical chain, voluntary muscle
activation of the leg extensors was
evaluated.

METHODS

Eleven female (age 21.4+0.9 years, height
165.5+4.8 cm, weight 606.2+114.1 N) and
11 male (21.8+1.2 years, 179.4+5.1 cm,
861.0£153.0 N) volunteers who were
physically active and had no lower extremity
injuries at the time of participation served as
the subjects. Each subject attended 3 testing

sessions within 4 weeks. The average time
elapsed between the first and second and
between the second and third sessions was
10.043.7 and 7.0£1.9 days, respectively.

Motor unit activation of the quadriceps was
evaluated by delivering interpolated
supramaximal tetanus twitches to the
quadriceps while the subject performed an
isometric knee extension at 90° knee flexion
with maximum effort on a KinCom AP125
dynamometer (Stevens et al., 2001). A
Grass S48 stimulator was used to deliver a
train of electrical impulses (12 spikes, 0.01 s
apart, 1/15000 s duration for each spike).
The ratio of the force exerted by the subject
leading up to the electrical stimulation to the
peak force after the stimulation (central
activation ratio, CAR) was used to
determine the efficiency of the subject in
recruiting available motor units.

Two CAR trials were completed for each leg
in each session and the trial with higher
CAR value for each leg was used in
subsequent analyses. To minimize inter-
tester variability, all tests were conducted by
the same investigator (DMO). A 2 (gender)
x 2 (side) x 3 (session) ANOVA with
repeated measures was used to examine the
effect of different factors on the maximum
isometric knee extension torque prior to
stimulation (a0 = 0.05). To evaluate inter-
day reliability, intraclass correlation
coefficient (ICC) values were computed for
these groups — male, female, dominant and
non-dominant legs, and overall.



RESULTS AND DISCUSSION

As expected, maximum isometric knee
extension torques for males were
significantly greater than their female
counterparts (Table 1). No significant
differences in strength were found between
dominant and non-dominant sides or across
the 3 testing sessions. Mean CAR values
were above 95% among male and female
subjects (Table 2). The CAR values in our
study were similar to those found in other
studies (Kent-Braun & Ng, 1999;
Stackhouse et al., 2000; Stevens et al.,
2001). Except for the female dominant
group, the ICC values were moderate to
good across sample groups of dominant and
non-dominant lower extremities (Table 3).
T he negative ICC found for the female
dominant sample may be due to the
relatively small between-subject variation
compared to the within-subject variation.

SUMMARY/CONCLUSIONS

Overall, the inter-day reliability of the burst
interpolation technique used to assess CAR
for the quadriceps in young healthy
individuals is considered moderate. The
ICC values would have been higher if not
for the small between-subject variation
relative to within-subject variation.
Researchers should feel confident in using
the burst interpolation technique over
different testing days.

REFERENCES

Kent-Braun J.A. & Ng A.V. (1999). J. Appl.
Physiol., 87(1), 22-29.

Stackhouse S.K et al. (2000). Muscle Nerve.
23(11), 1706-12.

Stevens, J.E. et al. (2001). Arch. Phys. Med.
Rehabil., 82, 973-978.

ACKNOWLEDGEMENTS

Dr. Jennifer Stevens for her technical
assistance.

Table 1: Mean (SD) maximum isometric torques (Nm) prior to electrical stimulation.

Session Female* Male*
Dominant Non-dominant Dominant Non-dominant
1 106.9 (33.5) 102.2 (30.0) 150.7 (46.7) 154.5 (41.4)
2 103.5 (29.3) 95.7 (22.0) 154.1 (48.4) 149.1 (34.1)
3 100.8 (23.8) 100.2 (19.5) 161.3 (42.6) 145.4 (27.6)
*Significant difference between gender (p < 0.001)
Table 2: Mean (SD) central activation ratio (CAR) values.
Session Female Male
Dominant Non-dominant Dominant Non-dominant
1 99.3 (2.4) 99.1 (1.8) 98.1 (4.1) 98.4 (3.5)
99.0 (1.9) 99.0 (2.5) 95.8 (5.3) 97.5 (4.0)
3 99.7 (0.9) 99.7 (0.9) 98.1 (3.1) 98.1 (3.1)

Table 3: Intra-class correlation coefficient (ICC) values for different sample groups.

Group Dominant Non-dominant Overall

Female -.0735 6273 4766
Male 8177 .5892 .6569

Overall 7764 6172 .6655
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INTRODUCTION

Several recent studies have suggested that the
dominant (D) and non-dominant (ND) hands
have different specialization with respect to
trajectory and endpoint location control
(Sainburg 2002; Sainburg & Schaeffer 2004).
In particular, the D hand is assumed to have a
better interaction torque compensation. We
hypothesize that the control mechanisms for
the D and ND hands may differ in their more
general ability to create multi-element
synergies stabilizing the time profile of a
performance variable. This hypothesis was
tested in experiments with multi-finger
isometric force production that do not involve
significant interaction torques.

METHODS

Eight young male and eight young female
right-handed volunteers participated in the
experiment. The subjects sat comfortably in a
chair; their forearm was secured onto the
horizontal board. The fingertips of the hand
were placed on unidirectional force sensors.
The subjects watched a monitor that showed
their total force-time profile computed on-line
as the sum of their individual finger forces.
There were two tasks, the Pulse and the Step
task, performed by both D and ND hands in a
balanced order. Each task required the
subjects to follow, as closely as possible, a
horizontal line shown on the screen
corresponding to 5 N of total force for 3 s.
Then the subjects were instructed to produce a
self-paced quick force pulse over the next 3 s.

The required amplitude of the pulse was 25+
5 N (shown on the screen). In the Pulse task,
the subjects relaxed after reaching a peak
force. In the Step task, they were required to
keep the total force at the target level until the
end of the trial. The total time of a trial was 8
s. Twenty-four trials were performed at each
task.

The trials were aligned by the pulse onset
point (tp), defined as the time when dF/dt
reached 5% of its peak value. Average force
and its variance profiles were computed over
each set of trials. The framework of the
uncontrolled manifold hypothesis (Scholz &
Schoéner 1999) was used to compute an index
(AV) of total force stabilization at each time
sample over sets of trials at each task and for
each subject separately (Latash et al. 2001).

RESULTS AND DISCUSSION

Female subjects produced significantly higher
(F[1,7]:5.79, P<005) but slower (F[1,7]:22.86,
P<0.001) force pulses than men. Variance of
the total force showed a peak before the peak
force; its magnitude was similar for both
genders. For both tasks, there were no
differences between the D and ND hands for
both peak force and peak variance of the total
force.

The subjects showed differences between the
D and ND hands in the profiles of AV index.

Figure 1 shows the averaged AV time-profiles
for men (A) and women (B). AV was positive
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corresponding to a strong force-stabilizing
synergy during the steady-state phase

(AV _stst). There was a drop in AV prior to tp
(AV_pret0) followed by a major drop in AV
during the force pulse production (AV_min)
that typically occurred about the time of peak
rate of force change. For both tasks, the AV
drop from AV _stst to AV_min was
significantly larger in the ND hand than in the
D hand (F1,15=8.41, p<0.01). There seem to
be gender specific effects. In particular, men
showed larger hand-specific differences as
compared to women. In particular, the drop
from AV _stst to AV_post was similar in men
and women for the right hand while, for the
left hand, men showed significantly lower
AV _post values (t=3.2, p<0.01).

SUMMARY/CONCLUSIONS

The results have shown that the D hand
avoids major force destabilization during
quick force production tasks as compared to
the ND hand. This finding supports our main
hypothesis that the D hand has an advantage
in forming multi-finger synergies that
stabilize the total force, and this advantage
becomes apparent during quick actions. The
findings may be viewed as extending the
applicability of the hypothesis on hand
specialization to multi-finger isometric tasks.
The close to significant gender differences
confirm earlier observations on gender effects
on multi-finger synergies (Kang et al. 2004).
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Figure 1: AV time profiles of the Pulse (thick
lines) and Step tasks (thin lines) performed by
the D (right, dashed lines) and ND (left, solid
lines) of men (A) and women (B).
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INTRODUCTION

Postural control during dynamic activities
such as initiating gait and locomotion,
requires the integration of multiple sensory
and motor pathways so that the central
nervous system can coordinate the
anticipatory/postural and intentional
/movement components of the task. Persons
with Parkinson’s disease (PD) exhibit a
marked deficit in maintaining equilibrium
during transitions between states of static
and dynamic equilibrium, such as during
gait initiation, termination, or turning.
Indeed, disturbance of gait initiation (GI) is
well documented in patients with PD (Hass,
2005). PD is also associated with locomotor
disturbances resulting in decreased gait
speed, step length, and joint excursions
(Morris, 2001).

Several investigators have studied whether
pharmacologic administration, task specific
external cueing, attentional strategies,
movement amplitude training, and/or weight
supported treadmill training could improve
these deficits in GI and locomotion.
However, few studies have evaluated
whether exercise therapy can be beneficial
for improving movement initiation and gait.

We suggest that Tai Chi (TC) training may
be particularly beneficial for improving gait
initiation and locomotor deficits in this
population. First, TC training can lead to
improved anticipatory postural adjustments
during gait initiation in transitionally frail
older adults. TC improved the mechanism

by which forward momentum is generated
and improved coordination during gait
initiation, suggesting improvements in
postural control (Hass, 2005). Second, Tai
Chi has been shown to improve postural
stability and musculoskeletal fitness (Klein,
2004), parameters that are known to
influence locomotor ability in PD. Thus, the
purpose of this study was to evaluate the
effectiveness of Tai Chi for improving
locomotor function in PD.

METHODS

Twenty-three sedentary patients with
idiopathic PD (mean age 66.6 yrs, SD 6.4;
mass 79.1 kg, SD 15.4; height 174.7 cm, SD
8.1; Hohen and Yahr 2.2 SD 0.4) were
recruited from the metropolitan area.
Patients were randomized to receive either
Tai Chi training or Qi-Gong meditation
twice weekly for 16 weeks. Investigators
were blinded to group assignment.

Tai Chi training emphasized physical
movements, mind/body coordination, and
meditation. Participants performed 8 Tai Chi
forms during the 60-minute sessions. The
60-minute Qi-Qong treatments emphasized
prolonged, intense contemplative, or deep
meditation in two postures, “sitting Chan”
and “lying Chan” (seated and lying supine
on floor mats.)

Prior to GI and gait analysis, participants
were fitted with retroreflective markers
according to the Helen Hayes marker



system. Ground reaction forces (GRF) were
sampled at 360 Hz from force plates (Bertec
Corp., Columbus, OH) embedded within a
8m walkway. Kinematic data were captured
at 60 Hz using a six camera 3D Optical
Capture system (Peak Performance,
Englewood, CO). All data were time
synchronized in the Peak Motus analysis
system. GRF and kinematic data were
exported to in-house software for inverse
dynamics calculations.

GI trials began with the participant standing
quietly on the force platform with a self-
selected stance width. Following a verbal
cue, the participants initiated walking and
continued walking for several steps. For
each participant, six trials were performed at
a self-selected pace. The center of pressure
trajectory during GI was divided into three
periods and five dependent variables were
computed: displacement and average
velocity in the anterior/posterior and
medial/lateral directions and movement
smoothness.

For the gait trials, a starting position was
selected near one end of the walkway so that
foot contact would occur on the force
platforms in a normal stride. A trial was
discarded if the participant’s foot was not
completely on the force platform or if the
participant made visibly obvious stride
alterations. Each subject performed a
minimum of eight successful trials.

Our primary hypothesis was that differences
would be observed in the dependent
variables between the 2 intervention groups
over time during the 3 COP trace periods.
Three separate 2x 2 (Group x Time)
multivariate analysis of variance
(MANOVA) were used to test for overall
group differences while controlling for type
I error. Separate analyses of variance
(ANOVAs) were then performed for follow-

up testing when appropriate. The dependent
variables of interest during the gait trials
(gait velocity, stride length, % stance, %
double limb support, and step duration) were
compared using a Group x Time repeated
measures analysis. We used an a priori level
of .05 or less. The Bonferroni procedure was
used to adjust the overall type I error rate for
the follow-up tests.

RESULTS AND DISCUSSION

In this single blind study, the statistical
evaluation failed to identify any Group x
Time interactions or any Group or Time
main effects for any of the dependent
variables of interest during the GI and gait
analyses. This finding is surprising
considering that in follow up interview the
Tai Chi participants all reported having
benefited from the exercise and they
perceived their balance had greatly
improved. It is possible the twice-weekly
exposure to the Tai Chi forms might not
have been sufficient to induce a significant
adaptive response. Further, the 16-week
duration may not have provided sufficient
time for learning of the Tai Chi forms.

SUMMARY/CONCLUSIONS

Based on this preliminary investigation it
appears that 16 weeks of Tai Chi training is
not effective for inducing improved
locomotor ability in patients with PD
defined by the magnitude of impairment
used in this study.
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INTRODUCTION

Trunk flexion postures are a well recognized
risk factor for low back pain."? Recent
investigations link prolonged and/or cyclic
trunk flexion to impaired neuromuscular
function. Specifically, animal models show
that the reflex response in the paraspinal
muscles is disturbed following spine
flexion.® This flexion induced
neuromuscular disturbance was attributed to
creep deformation of the passive tissue in
the spine. During prolonged static and
cyclic lumbar flexion, viscoelastic tissues in
the spine may provide resistance against
flexion loading. This allows the trunk
muscles to become deactivated, i.e. flexion-
relaxation. The passive tissue load produces
tissue laxity and creep deformation. It is
indicated by an increase in relative trunk
angle over time. Laxity in viscoelastic
tissues may cause mechanoreceptors in the
ligaments to become desensitized. As a
result, their ability to monitor vertebral
movements and initiate reflexive muscular
action is reduced.’

The goal of this investigation was to
determine the effect of prolonged flexion-
relaxation and recovery time on paraspinal
reflex behavior in human subjects.

METHODS

A total of 25 human subjects with no history
of lower back pain participated in the study.
In order to record trunk muscle response and
kinematics behavior, subjects were seated
without trunk support in an upright posture.

A restraining belt was strapped around the
subject’s waist to immobilize the pelvis. A
harness and cable system attached the
subject to the servomotor at the T10 level of
the torso.

The subjects resisted a constant isotonic
flexion preload by maintaining an upright
posture. Pseudorandom stochastic force
perturbations (£70N) were superimposed on
the preload to elicit reflexes in the
paraspinal muscles. The applied forces were
measured by a force transducer and
electromyographic (EMG) response was
recorded from surface electrodes over the
right and left lumbar paraspinal muscles. A
trial consisted of two ten-second force
perturbation sequences during which
reflexes and recorded.

Paraspinal reflexes were recorded prior to
beginning static flexion-relaxation. Spinal
ligament stretch was induced by having
subjects lean forward to a flexion-relaxation
posture while remaining seated within the
pelvic restraint. This posture was held for
four minutes while the trunk angle was
recorded using EMG sensors. Then, the
subjects returned to the upright posture and
a reflex trial was recorded. The cycle was
repeated four times for a total of 16 minutes
of static flexion-relaxation.

A nonparametric impulse response function
(IRF) was calculated from the
pseudorandom force input and the rectified
EMG output of the erector spinae muscles.
Calculation of the IRF was based on



deconvolution techniques for a time delayed
linear system response.

y(t)= j IRF (2 X(t - 7)dt = IRF(t) * x(t)

Reflex gain, Gg, was calculated from the
peak of the IRF (Figure 1). Reflex gain
characterizes the magnitude of muscle reflex
response scaled with respect to the time
dependent amplitude of the force
distribution. High Gg indicates a large
reflex response. The kinematics gain, G,
was estimated from a similar analysis
relating force input to torso movement.
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Figure 1: Typical IRF computed from
applied trunk force (input) and rectified
EMG (output). Reflex gain was computed
from the peak of the IRF.

RESULTS AND DISCUSSION

Results showed that prolonged static
flexion-relaxation influenced the function of
the neuromuscular system in human beings.
Relative lordosis angle increased during
each four minute flexion-relaxation cycle
(Figure 2A) indicating creep deformation of
the passive lumbar spine. In addition,
lumbar paraspinal reflex gain decreased
throughout the flexion-relaxation trials.
Significant, but incomplete recovery
occurred during the one minute between
trials. However, reflex gain declined
significantly after 16 minutes of flexion-
relaxation (Figure 2B). The decrease in
reflex gain follows the change in spinal
tissue laxity. Tissue laxity can result in
desensitization of neurosensors and explain
the noted reduction in reflex gain.
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Figure 2: Lordosis angle increased during
flexion-relaxation with significant, but
incomplete recover occurring between trials
(A). Reflex gain declined significantly
following static flexion-relaxation (B).

SUMMARY/CONCLUSIONS

Results confirm that prolonged static
flexion-relaxation in humans results in
passive tissue creep and neuromuscular
changes. Reduced reflexes suggest that the
spine was less stable following prolonged
flexion-relaxation, and therefore, more
susceptible to lower back pain and injury.
Thus, extended rest may be required for full
recovery. Inhibited paraspinal reflexes may
contribute to the risk of lower back injury in
workers using a flexed posture due to the
inability of the neuromuscular system to
coordinate an appropriate muscle response
to an unexpected load.
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INTRODUCTION

The elderly are the most rapidly increasing
proportion of society (Fuller, 2000). A
major problem confronting this cohort is
their susceptibility to falls (Jantti et al.,
1995). A number of studies have
demonstrated a link between postural
stability in quiet standing and the ability to
avoid falls (e.g., Fernie et al., 1982; Wolfson
et a., 1985). During upright stance the
maintenance of balance can become
problematic, particularly for the elderly, if a
smultaneous cognitive task is performed
(Rankin et al., 2000). Given that in many
everyday activities postural perturbations
occur while aso performing a cognitive
task, understanding more about the response
under such conditions is important.

The purpose of this study was to examine
stability in both young and older subjects
when postural perturbations are combined
with a cognitive task. In particular the focus
was on how long it takes to re-establish
stability after apostural perturbation.

METHODS

Two groups of 10 subjects were recruited

for this study, a young group between the
ages of 21 and 25 yearsold (age - 22.50 +
1.35 years; height - 1.70 £ 0.10 m; mass -
70.86 = 8.33 kg), and a young-old group
between the ages of 65 and 73 years old (age
- 69.8 £ 3.05 years, height - 1.67 £ 0.12 m;
mass - 66.36 + 13.6 kg). All subjects
provided informed consent. Subjects were

medically screened to ensure they had no
medical problems which could affect their
balance.

Subj ects performed three trials of four
different standing tasks. They adopted the
same standardized foot positionfor al trias
on aforce plate (Kistler, Model 9287A),
from which center of pressure (COP) data
were sampled at 500 Hz The tasks were
quiet standing (task 1), a mechanical
perturbation achieved by dropping al kg
mass (task 2), acognitive perturbation
achieved by performing mental arithmetic
(task 3), and finally atask which combined
both a mechanical and cognitive
perturbation (task 4). The specific
conditions for each task were,

Task 1 —quiet standing on aforce plate for
30 seconds.

Task 2 - quiet standing on aforce plate
while holding a mass (1.0 kg) at arms length
for 20 seconds then on asigna dropping the
mass and maintaining balance for a
subsequent 40 seconds (Perturbation Task).
Task 3 —astask 1, but during the task
counting backward from 100 in jumps of 3
for 30 seconds (Cognitive Task).

Task 4 —astask 2, but during the task
counting backwards from 100 in jumps of 3
(Perturbation and Cognitive Task)

For tasks 1 and 3 the motion of the COP was
quantified in the anterior posterior direction
by computing its standard deviation, and
range of motion. For tasks 2 and 4 the
motion of the COP in the anterior posterior
direction, after mass release, was quantified



by computing its range of motion, peak
velocity, and time to stability. Timeto
stability was defined as the time to that
instant at which the absolute velocity of the
COP was maintained below acriterion
value. The criterion value was the mean
plus four times the standard deviation of the
absolute velocity of the COP during task 1.
Repeat measures analysis of variance was
used to examine differences between the two
groups, and the tasks (a = 0.05).

RESULTS AND DISCUSSION

During quiet standing, task 1, there was no
statistically significant difference between
the two groups of subjects for the measured
parameters. This lack of adifference
persisted when the subjects were asked to
simultaneoudly perform a cognitive task.
There were statistically significant changes
in the COP moation for both groups when the
cognitive activity was added to quiet
standing. These results indicate that the
populations studied responded similarly for
these two tasks.

After release of amass, task 2, the young-
old group demonstrated greater peak

vel ocity compared with the young, but had
similar COP ranges of motion, and timesto
obtain a stable stance. When a cognitive
challenge was added (task 4), the young-old
had a statistically significant different peak
velocities, and greater times to stability than

the young group. Timeto stability was
statistically greater for both subject groups
for task 4 compared with task 2.

These results indicate that older subjects are
more influenced during quiet standing by
perturbations to their stability if they are
also performing a cognitive task. When
there are simultaneous physical and
cognitive challenges it takes much longer for
the young-old subjects to return to a stable
posture. The time duration for this re-
establishment of normal levels of postural
stability (30 seconds) may be the source of
guidelines for the elderly when being

advised about recovering from

perturbations. It would be interesting to
examine the effect of another perturbation
during this period of regaining stability.
These results will be of interest to clinicians
interested in establishing ‘biomarkers' of
diminished motor control in the elderly.
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Table1: Mean + standard deviationof metrics of the COP motion for the different tasks.

Task 1 Task 3
Variable Young Young-Old Young Young-Old
Standard Deviation (mm) 52+23 4.3+ 2.26 6.1+21 6.5+ 24
Range of Motion (mm) 155+7.0 94+45 339+125 325+ 115
Task 2 Task 4
Young Young-Old Y oung Young-Old
Range of Motion (mm) 37.3+ 185 46.8 £ 15.0 315+12.1 412+ 147
Peak Velocity (mm/s) 81.0+ 36.9 1624+ 94.8 721+ 294 114.1 + 54.8
Time to Stability (s) 202+ 11.2 19.6+ 13.0 21.3+10.0 30.1+10.9
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INTRODUCTION

Humeral translation is an important
mechanism believed to be associated with
several shoulder 